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Abstract
Many fault localization approaches recently utilize deep learning to learn an effective localization model showing a fresh perspective with promising results. However, localization models are generally learned from class imbalance datasets; that is, the number of failing test cases is much fewer than passing test cases. It may be highly susceptible to affect the accuracy of learned localization models. Thus, in this paper, we explore using data resampling to reduce the negative effect of the imbalanced class problem and improve the accuracy of learned models of deep-learning-based fault localization. Specifically, for deep-learning-based fault localization, its learning feature may require duplicate essential data to enhance the weak but beneficial experience incurred by the class imbalance datasets. We leverage the property of test cases (i.e., passing or failing) to identify failing test cases as the duplicate essential data and propose an iterative oversampling approach to resample failing test cases for producing a class balanced test suite. We apply the test case resampling to representative localization models using deep learning. Our empirical results on eight large-sized programs with real faults and four large-sized programs with seeded faults show that the test case resampling significantly improves fault localization effectiveness.
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1 | INTRODUCTION

In the process of software development and maintenance, debugging is to find and fix the bugs within the program. It usually needs much manual involvement and has been proved to be one of the most expensive and time-consuming activities for software developers. In order to reduce the cost, researchers have developed many fault localization techniques to provide the assistance in seeking the positions of the faults in the program (e.g., previous studies1−7). The recent progress on deep learning shows its promising ability of learning useful models in various applications (e.g., image classification, object detection, and segmentation) and providing tremendous improvement in robustness and accuracy.8 Some researchers have exploited the use of this learning ability to discuss and evaluate the potential of deep learning in fault localization.9,10,12 Their research has shown that deep learning provides a new perspective for fault localization and can significantly improve localization effectiveness.

Given a faulty program, they require a collection of specific data to construct a test suite; then execute the test suite and abstract the runtime information of the test suite as an information model for fault localization algorithms; finally based on the information model, evaluate the suspiciousness of each statement (or other program elements) of being faulty. Test cases are indispensable for the information model, and also used as the input to initiate the learning process for fault localization. There are two classes of test cases with distinct features: passing test cases and
failing test cases. Based on the two classes of test cases, deep-learning-based fault localization\textsuperscript{10} utilizes their execution information (i.e., code coverage) as training samples, and their test results (i.e., passing or failing) as the labels, to learn an effective localization model. However, it is difficult to construct failing test cases in reality; that is, the number of passing test cases is much more than that of failing test cases. It leads to the class imbalance phenomenon and a bias to the feature learned from passing test cases. In deep learning, the class imbalance phenomenon of the training set causes negative impact on the classifier.\textsuperscript{13,14} It will affect the accuracy of the learned localization model. Furthermore, the research\textsuperscript{15} has found that the effect of including more passing test cases is unpredictable and adding passing test cases could both improve or degrade diagnostic accuracy. Thus, the bias to passing test cases may worsen the learning process of an effective localization model.

Since fault localization based on deep learning has the learning feature distinct from traditional fault localization, we explore using the learning feature to address the issues discussed above. Failing test cases are always beneficial (or safe) for fault localization effectiveness\textsuperscript{15,16} whereas they are difficult to be constructed. In reality, it is almost infeasible to generate more failing test cases for improving fault localization effectiveness. However, due to the learning feature, we may not need to generate more failing test cases, i.e., we may use the existing failing test cases by oversampling those data with beneficial impact on the localization model. Oversampling is to randomly sample with replacement (i.e., cloning) the minority class (e.g., failing test cases) to the same size as the majority class (e.g., passing test cases).\textsuperscript{17} In this way, we can enhance the learning of the weak but beneficial experience for fault localization. The weak but beneficial experience means the weak but beneficial pattern learned from the minority class. It means that we leverage the cloning of failing test cases to augment the experience learned from failing test cases and reduce the bias to passing test cases. Consequently, it may improve fault localization effectiveness.

Following this idea, it means that we can augment useful data using oversampling for improving deep-learning-based fault localization. We face two problems with using oversampling. One is what data is useful for oversampling. Since failing test cases are beneficial for fault localization, we solve this problem by using the learning feature; that is, we clone failing test cases into existing ones to augment the weak experience learned from failing test cases. The other one is how much data should be augmented. In fault localization, Zhang et al.\textsuperscript{18} have found that a class-balanced test suite is useful for localization. In deep learning, many studies have shown that algorithms trained with balanced data surpass those trained with imbalanced data in performance.\textsuperscript{19,20} Therefore, we use oversampling to iteratively argument test cases until we obtain a balanced test suite, in which passing test cases and failing test cases are with the same number.

Some may argue that although oversampling is simple yet effective and incurs a little cost, there are many data resampling techniques more effective than oversampling technique, meaning that it should be better to use other more effective techniques rather than oversampling. The resampling techniques can be roughly categorized into three commonly used types: oversampling, undersampling, and sampling with the creation of artificial data. Undersampling technique randomly removes the data from the majority class (e.g., passing test cases) in order to be the same number as the minority class (e.g., failing test cases). Since the number of minority class (e.g., failing test cases) is usually very small, the size of the test suite will substantially reduced after undersampling. It is harmful for deep-learning-based fault localization, because it requires many test cases and a small test suite will cause much information loss. Sampling with the creation of artificial data (e.g., SMOTE\textsuperscript{21} and ADASYN\textsuperscript{22}) will generate new artificial data similar to the minority class and fix the same label of the minority class to the new artificial data. For example, we generate a new image by switching the eyes of a dog of an image. We can still identify the label of the new image as a dog. However, in software testing and debugging, we cannot simply conclude that a test case similar to a failing test case should be the failing test case. Consequently, we cannot simply fix the labels of the similar new data as the same as the minority class. Since a new artificial datum is denoted as a vector in deep-learning-based fault localization, showing an execution path of a program. It is necessary to generate a test case executing such path and run the test case to obtain the exact label (i.e., failing or passing). It is very costly to generate a test case according to an execution path in practice, and even worse, a specific input may not theoretically exist to execute such path, meaning that we cannot generate a test case to execute such path. As a reminder, such verification process is also very costly. Furthermore, the research\textsuperscript{23} has shown that a test case similar to a failing test case is usually not the failing test case. It means that we spend much effort to generate a set of test cases similar to failing test cases, most of them are still not the failing test cases. Consequently, the dataset still suffers from the imbalanced class problem.

Thus, we propose a test case resampling approach using failing test cases to enhance the effectiveness of deep-learning-based fault localization techniques. Our approach first identifies failing test cases as duplicate essential data; then iteratively resamples failing test cases into original test cases; finally stops the iterative resampling process until obtaining a balanced test suite, where the number of failing test case is the same as that of passing test cases. The balanced test suite augments the weak but beneficial experience related to failing test cases, thus obtaining a more well-learned localization model. To evaluate our test case resampling approach, we design and conduct a large-scale empirical study on 12 real-life programs, among which eight programs are with real faults and four ones are with seeded faults. The results show that oversampling failing test cases to construct a class-balanced test suite can improve the performance of four representative deep-learning-based fault localization techniques. Specifically, our approach can save the number of the statements to be examined up to 63.30% on CNN-FL,\textsuperscript{10} 84.44% on MLP-FL,\textsuperscript{12} 61.20% on BPNN-FL,\textsuperscript{2,24} and 56.35% on BILSTM-FL,\textsuperscript{10,25} respectively.

The main contributions of this paper can be summarized as follows:

- We propose an over-sampling approach by resampling failing test cases to augment the weak but beneficial experience for deep-learning-based fault localization.
We evaluate the test case resampling approach across various large real-life programs, showing the potential of using resampling to alleviate the class imbalance problem for improving fault localization.

The structure of the rest paper is organized as follows. Section 2 introduces deep-learning-based fault localization. Section 3 describes our test case augmentation approach. Section 4 presents the results of our empirical study including experiment subjects, experiment design, data analysis, and threats to validity. Section 5 summarizes related work, and Section 6 concludes.

2 | DEEP-LEARNING-BASED FAULT LOCALIZATION

Deep-learning-based fault localization utilizes the promising learning ability26-30 of a neural network to learn a fault localization model to evaluate the suspiciousness of each statement being faulty. We will introduce four state-of-the-art deep-learning-based fault localization approaches used for the experiments, that is, CNN-FL, MLP-FL, BPNN-FL, and BiLSTM-FL. They share the similar structure and just use different types of neural networks. Specifically, CNN-FL10 uses Convolutional Neural Networks (CNN), MLP-FL12 utilizes Multi-Layer Perceptron (MLP), BPNN-FL uses a Back-Propagation Neural Network2,24(BPNN), and BiLSTM-FL10,25 utilizes a recurrent neural network named Bi-directional Long Short-Term Memory (BiLSTM).

2.1 | Information model

Deep-learning-based fault localization first defines an information model to represent the runtime information of a test suite. Figure 1 shows the definition of the information model. Specifically, given a program $P$ with $N$ statements, it is executed by a test suite $T$ with $M$ test cases, which contain at least one failing test case (see Figure 1). The element $x_{ij} = 1$ means that the statement $j$ is executed by the test case $i$, and $x_{ij} = 0$ otherwise. The $M \times N$ matrix records the execution information of each statement in the test suite $T$. The error vector $\mathbf{e}$ represents the test results. The element $e_i$ equals to 1 if the test case $i$ failed, and 0 otherwise. The error vector shows the test results of each test case (i.e., failures or non-fails). Since they can associate the execution information of a statement (i.e., the matrix) with failures or non-failures (i.e., the error vector), deep-learning-based fault localization techniques use the matrix and the error vector as the training samples and their corresponding labels, respectively, where each training sample is an $N$-dimensional vector.

2.2 | Training process

Figure 2 shows the architecture of deep-learning-based fault localization: one input layer, deep leaning components, several hidden layers, and one output layer. In the input layer, deep-learning-based fault localization takes the information model defined in the Figure 1 as input.

![Figure 1: The information mode of deep-learning-based fault localization](image)

![Figure 2: The architecture of deep-learning-based fault localization](image)
Specifically, $h$ rows of the matrix $M \times N$, and its corresponding error vector is used as an input, which are the coverage information of $h$ tests and their corresponding test results starting from the $i$th row, where $i \in \{1, 1 + h, 1 + 2h, \ldots, 1 + (\lfloor M/h \rfloor + 1) \times h\}$. In deep learning components, there may be convolution layers, pooling layers, or fully connected layers. After that, there may be some hidden layers. CNN-FL, MLP-FL, BPNN-FL, and BiLSTM-FL use convolutional neural network, multi-layer perceptron, back-propagation neural network, and bi-directional long short-term memory for deep learning components, respectively. In the output layer, the models use sigmoid function because values sent into a sigmoid function will be 0 to 1. Each element in the result vector of the sigmoid function has a difference with the corresponding element of the target vector. The back propagation algorithm is used to fine-tune the parameters of the model, and the goal is to minimize the difference between training result $y$ and error vector $e$. The network is trained iteratively.

The training process will learn a trained model, reflecting the complex nonlinear relationship between the statement coverage and test results. Finally, the models construct a set of virtual test cases (see Figure 3) as the testing input to measure the association of each statement with test results. Concretely, each time the models choose one virtual test case and input it to the network, the output is the estimation of the probability of causing a failure by executing the statement. The estimation can show the suspiciousness of a statement of being faulty.

Thus, as shown in Figure 3, the models construct $N$ virtual tests, equaling to the number of the statements, where each virtual test only covers one statement. Specifically, the element $x_{i} = 1$ means that the statement $i$ is only covered by the virtual test $t_{i}$, and $x_{i} = 0$ in the other virtual tests. When the coverage vector of a virtual test is inputted to the trained neural network, the output of the network is the estimation of the virtual test’s execution result of being a failure by covering only one statement. The value of the result is between 0 and 1. The larger the value is, the more likely it is that the statement only covered by the coverage vector is the buggy statement. For example, the statement $i$ is likely to be the buggy statement. Then debugging engineers input $t_{i}$ to the trained neural network (e.g., the CNN of CNN-FL, the MLP of MLP-FL, the BPNN of BPNN-FL, and the BiLSTM of BiLSTM-FL), and the output of virtual test $t_{i}$ represents the probability of test execution result of being a failure by only covering the statement $i$. The value of the result is the suspiciousness of the statement $i$.

### 2.3 Example

We take CNN-FL as an example to illustrate how deep-learning-based fault localization approaches work. In Figure 4, there is a faulty program $P$ with 16 statements, among which $s_{3}$ is the faulty statement. And there are five test cases, $t_{1}$ to $t_{5}$. In Figure 4, the table is the information model of deep-learning fault localization (see Figure 1), and its detailed description can refer to Section 3.2.

The first step of CNN-FL is to construct a CNN model with one input layer with the number of nodes being 16 (i.e., the number of the statements), two convolution layers, two pooling layers with rectified linear units, two fully connected layers with the number of nodes in each layer simply set to be 8, and one output layer with the number of nodes being 1, outputting the result with sigmoid function.

The second step is to train the neural networks with coverage data, and input the error vector into the target vector. The batch size $h$ is 3 in this example. Therefore, CNN-FL chooses the first three vectors in the information model (see Figure 4) as its first input matrix $((1, 1, 1, 0, 0, 0, 1, 1, 1, 0, 1, 1, 0, 0, 0, 0, 0, 0, 0, 1, 0, 0, 0, 0, 1, 0, 1, 0))$ and its target output vector $(1, 0, 0)$. CNN-FL will repeat training the network by choosing three vectors in the information model each time until the loss is small enough and reach the condition of convergence. After training, CNN-FL will output a localization model, revealing the complex nonlinear relationship between statement coverage information and test results.

The third step is to construct a virtual test set (see Figure 3) that contains 16 test cases, where each test case covers only one statement out of 16 statements. We will input the virtual test set into the trained model, outputting a suspiciousness vector, where the elements of the vector denote the suspiciousness of each statement of being faulty. This step finally organizes the localization result as a ranking list of all statements in descending order of suspiciousness. As shown in Figure 4, the ranking list of CNN-FL is $[s_{16}, s_{5}, s_{7}, s_{6}, s_{9}, s_{14}, s_{13}, s_{6}, s_{3}, s_{9}, s_{1}, s_{10}, s_{11}, s_{2}, s_{12}, s_{13}]$, where CNN-FL ranks the faulty statement $s_{3}$ as the ninth place.

<table>
<thead>
<tr>
<th>$N$ dimensional</th>
<th>$x_{1}$</th>
<th>$x_{2}$</th>
<th>$\ldots$</th>
<th>$x_{N}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$t_{1}$</td>
<td>1</td>
<td>0</td>
<td>$\ldots$</td>
<td>0</td>
</tr>
<tr>
<td>$t_{2}$</td>
<td>0</td>
<td>1</td>
<td>$\ldots$</td>
<td>0</td>
</tr>
<tr>
<td>$\vdots$</td>
<td>$\vdots$</td>
<td>$\vdots$</td>
<td>$\ddots$</td>
<td>$\vdots$</td>
</tr>
<tr>
<td>$t_{N}$</td>
<td>0</td>
<td>0</td>
<td>$\ldots$</td>
<td>1</td>
</tr>
</tbody>
</table>

**FIGURE 3** Virtual test cases
3 | TEST CASE RE_SAMPLING

3.1 | Methodology

In a typical software testing process, the test cases in a test suite after execution can be categorized into two classes, that is, passing test cases and failing test cases. Deep-learning-based fault localization utilizes the two classes of test cases to fix the labels. However, it is difficult to construct failing test cases in reality; that is, the number of passing test cases is much higher than that of failing test cases. It leads an apparent bias to the experience learned from passing test cases. The biased experience will weaken the feature learned from failing test cases. It is necessary to reduce the effect of biased experience on the learning process. Data resampling is usually the solution to address the biased problem. For example, suppose that there is a test suite with 98 passing test cases and two failing test cases. We apply undersampling and delete 96 passing test cases. The test suite has the same number of passing test cases and failing ones. A small sample with four test cases means much useful information may be removed and are inadequate to conduct deep learning to learn an effective localization model. The second solution is sampling with the creation of artificial data, which is similar to the two failing test cases. In deep-learning-based fault localization, the minority class corresponds to failing test cases and the label of minority class is the failing result. However, a test case similar to the minority class (that is, failing test cases) is not necessarily a failing test case. The third one is oversampling, which clones the data from the minority class to generate a balanced dataset. Since many resampling approaches are more effective than oversampling, oversampling is not the first choice. However, the aforementioned discussion shows that oversampling may be the one possible candidate solution to alleviate the biased problem in deep-learning-based fault localization.

Thus, we try to propose a test case resampling approach based on oversampling. In deep learning, oversampling (i.e., cloning) specific data will improve the loss function of their corresponding class and thus augment the experience learned from those data. Therefore, the basic idea is that if we know that a weak but beneficial experience learned from some data, we can leverage the learning feature by cloning those data to augment this weak but beneficial experience.

To initiate the realization of the basic idea, we should first identify those data related to the weak but beneficial experience. The research has found failing test cases are always beneficial (or at least safe) for fault localization effectiveness. However, failing test cases are much less than passing test cases. It means that the experience learned from failing test cases is weak. The learning feature enables the use of cloning failing test cases for enhancing its corresponding experience.

Next, we should identify how many failing test cases should be cloned as the augmentation. In both fault localization and deep learning, many studies have found that a class-balanced test suite is useful for localization, and also the algorithms trained with balanced data surpass those trained with imbalanced data in performance. It means that we should clone failing test cases into original test suite until the passing test cases and the failing test cases have the same number. We define a ratio $\theta = \frac{Pnum}{Fnum}$, where $Pnum$ and $Fnum$ denote the number of passing test cases and the number of failing test cases, respectively. Our test case resampling approach will clone failing test cases until the ratio $\theta = 1$.

<table>
<thead>
<tr>
<th>Program P</th>
<th>Bug Information</th>
</tr>
</thead>
<tbody>
<tr>
<td>$S_1$: if $fb &lt; 0$</td>
<td>$S_1$: if $fb &lt; 0$</td>
</tr>
<tr>
<td>$S_2$: $d_2 = c+1$</td>
<td>$S_2$: $d_2 = d+1$</td>
</tr>
<tr>
<td>$S_3$: $d_1 = b$</td>
<td>$S_3$: $d_2 = d+1$</td>
</tr>
<tr>
<td>$S_4$: else $d_1 = b+1$</td>
<td>$S_4$: else $d_2 = d+1$</td>
</tr>
</tbody>
</table>

The test case $S_4$ will be cloned 3 times. Then there are 4 passing test cases and 4 failing test cases.

<table>
<thead>
<tr>
<th>test</th>
<th>$a, b, c$</th>
<th>$S_1$</th>
<th>$S_2$</th>
<th>$S_3$</th>
<th>$S_4$</th>
<th>$S_5$</th>
<th>$S_6$</th>
<th>$S_7$</th>
<th>$S_8$</th>
<th>$S_9$</th>
<th>$S_{10}$</th>
<th>$S_{11}$</th>
<th>$S_{12}$</th>
<th>$S_{13}$</th>
<th>$S_{14}$</th>
<th>$S_{15}$</th>
<th>$S_{16}$</th>
<th>result</th>
</tr>
</thead>
<tbody>
<tr>
<td>t1</td>
<td>1, 1, 1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>t2</td>
<td>-2, 7, 5</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>t3</td>
<td>5, 4, 8</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>t4</td>
<td>-5, 8, 8</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>t5</td>
<td>4, 7, 11</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
</tr>
</tbody>
</table>

**FIGURE 4** An example illustrating the test case resampling.
Algorithm 1 shows how our resampling approach uses iterative over-sampling to generate a balanced test suite. Line 1 to line 2 get the number of passing test cases (i.e., $P_{\text{num orig}}$) and the number of failing test cases (i.e., $F_{\text{num orig}}$) in $T_{\text{orig}}$, respectively. Line 3 to line 4 assign the original test suite and its failing test cases to $T_{\text{new}}$ and $T_{\text{orig F}}$. We iteratively clone the entire set of original failing test cases to let the number of failing test cases be close to the number of the original passing test cases. Specifically, line 5 to line 8 will iteratively oversample failing test cases until the number of failing test cases is close to that of original passing tests. In other words, we will clone the entire original failing test cases $T_{\text{orig F}}$ with $(k - 1)$ times and add all cloned failing test cases to the test suite $T_{\text{new}}$, where $k = \lfloor P_{\text{orig}}/F_{\text{orig}} \rfloor$ is the integer part of $P_{\text{orig}}/F_{\text{orig}}$. $\text{addTests}(T_{\text{orig F}}, T_{\text{new}})$ is a function to add all test cases of $T_{\text{orig F}}$ into the test suite $T_{\text{new}}$, that is, $T_{\text{new}} = T_{\text{orig F}} \cup T_{\text{new}}$. Now, the number of failing test cases in $T_{\text{new}}$ is $k \times F_{\text{num orig}}$, we still require to add $m$ failing test cases to obtain a balanced test suite, where $m = P_{\text{num orig}} - k \times F_{\text{num orig}}$. Line 9 to line 12 randomly clone $m$ failing test cases from the original failing ones $T_{\text{orig F}}$ and add the $m$ failing test cases to $T_{\text{new}}$, $\text{getRandomTest}(T_{\text{orig F}})$ is a function randomly returning a test case from $T_{\text{orig F}}$. Finally, in the new test suite $T_{\text{New}}$, the number of failing test cases equals to that of passing test cases, meaning the ratio $\theta = 1$.

Algorithm 1 The iterative resampling algorithm

**Input:** The original test suite, $T_{\text{orig}}$.

**Output:** The new test suite, $T_{\text{new}}$.

1: $P_{\text{num orig}} = \text{getNumberofPassingTests}(T_{\text{orig}})$;
2: $F_{\text{num orig}} = \text{getNumberofFailingTests}(T_{\text{orig}})$;
3: $T_{\text{new}} = T_{\text{orig}}$;
4: $T_{\text{orig F}} = \text{getFailingTests}(T_{\text{orig}})$;
5: $k = \lfloor P_{\text{orig}}/F_{\text{orig}} \rfloor$;
6: for $i = 1$; $i < k$; $i++$ do
7: \hspace{1em} $\text{addTests}(T_{\text{orig F}}, T_{\text{new}})$;
8: \hspace{1em} end for
9: $m = P_{\text{num orig}} - k \times F_{\text{num orig}}$;
10: for $i = 2$; $i <= m$; $i++$ do
11: \hspace{1em} $\text{addTests}(\text{getRandomTest}(T_{\text{orig F}}), T_{\text{new}})$;
12: \hspace{1em} end for
13: return $T_{\text{New}}$.

Deep learning-based fault localization uses the execution information (i.e., coverage information) and test results (i.e., failure or non-failure) of the new test suite $T_{\text{New}}$ to construct and train a neural network, thus learning a localization model. Based on the localization model, it evaluates the suspiciousness of each statement of being faulty, and outputs a ranking list of all statements in terms of suspiciousness.

3.2 An illustrative example

This section uses an example to illustrate how the test case resampling approach is applied to deep-learning-based fault localization (e.g., CNN-FL and MLP-FL). Figure 4 illustrates a faulty program $P$ with 16 statements (i.e., the first and second rows), among which $S_3$ is the faulty statement. The third row shows the names of the test cases, the input variables of the program, the statements, and the test results. The next five rows are the execution information of the five test cases, where the first column on the left are five test cases (i.e., $t_1$ to $t_5$), the second column represents the values of the input variables in each test case, the next 16 columns show the execution information of 16 statements in each test case, and the rightmost column shows the test results of each test case. Specifically, the cells below each statement indicate whether the statement is covered by the execution of a test case or not (1 for executed and 0 for not executed), and the rightmost cells represent whether the execution of a test case is failed or not (0 for pass and 1 for fail). We can observe that there are five test cases, in which the test case $t_1$ is a failing test case. The next 8 rows are localization results (the suspiciousness and the ranks of each statement) by using CNN-FL and MLP-FL. The rightmost cells with resampled show the localization results corresponds to the ones of CNN-FL and MLP-FL after applying our resampling approach.

Since we have only one failing test case, our test case resampling approach iteratively clones the test case $t_1$ three times. Then, it adds the three test cases into original test suite to form a new test suite with four failing test cases and four passing test cases. We input the new test suite into CNN-FL and MLP-FL, and they will conduct the process as described above. They also output a suspiciousness vector with the suspiciousness of each statement of being faulty.

---

As shown in Figure 4, there are four ranking lists of all statements in descending order of suspiciousness. With the original test suite, CNN-FL is \{s_{16}, s_{5}, s_{7}, s_{6}, s_{10}, s_{15}, s_{6}, s_{3}, s_{5}, s_{7}, s_{11}, s_{12}, s_{13}\}, and MLP-FL is \{s_{5}, s_{6}, s_{16}, s_{11}, s_{15}, s_{7}, s_{12}, s_{2}, s_{8}, s_{9}, s_{3}, s_{14}, s_{10}, s_{1}, s_{5}\}. With the test case resampling, CNN-FL is \{s_{1}, s_{8}, s_{14}, s_{3}, s_{16}, s_{5}, s_{10}, s_{12}, s_{6}, s_{11}, s_{9}, s_{13}, s_{7}, s_{15}, s_{2}, s_{4}\}, and MLP-FL is \{s_{5}, s_{14}, s_{13}, s_{9}, s_{2}, s_{3}, s_{15}, s_{8}, s_{16}, s_{4}, s_{13}, s_{12}, s_{10}, s_{5}, s_{9}\}. We can observe that CNN-FL and MLP-FL rank the faulty statement \$s_3\$ as the ninth and the 12th place, respectively. After applying our test case resampling, CNN-FL and MLP-FL rank the faulty statement \$s_3\$ as the fourth and seventh place, respectively. It means that our test case resampling approach has promoted both five places of the faulty statement in CNN-FL (from ninth to fourth) and MLP-FL (from 12th to seventh), showing better localization results.

4 | AN EXPERIMENTAL STUDY

4.1 | Experimental setup

To evaluate the effectiveness of our approach, we use the four state-of-the-art deep learning-based fault localization approaches: CNN-FL,\(^{10}\) MLP-FL,\(^{12}\) BPNN-FL,\(^{2,24}\) and BiLSTM-FL,\(^{10,25}\) for the experiments. We will compare the effectiveness of the two approaches in two scenarios: using the test case resampling approach and without using it. Furthermore, we choose those widely used large-sized programs in the field of software debugging (e.g., previous studies\(^{1-4,7}\)) for the experiments, varying from 5 KLOC to 491 KLOC.

Table 1 summarizes the characteristics of the subject programs used. For each program, it depicts a brief functional description (column "Description"), the number of faulty versions (column "Versions"), the number of thousand lines of statements (column "KLOC"), the number of test cases (column "Test"), and the type of the faults (column "Type"). The first four programs (i.e., chart, math, mockito, and time) are from Defects4J,\(^{2}\) which is a database and extensible framework providing real faults to enable reproducible studies in software testing research.\(^{33}\) Python, gzip, and libtiff are collected from ManyBugs,\(^{3}\) space is acquired from the SIR.\(^{4}\) The next four programs are seeded faults of the four separate releases of nanoxml acquired from the SIR.

The physical environment on which we conducted the experiments was on a computer containing a CPU of Intel I5-2640 with 128G physical memory and two 12G GPUs of NVIDIA TITAN X Pascal. The operating systems were Ubuntu 16.04.3. We conducted the experiments on the MATLAB R2016b.

4.2 | Evaluation metrics

To evaluate fault localization effectiveness, we adopt two widely used metrics: fault localization accuracy (referred as EXAM)\(^{34}\) and relative improvement (referred as RImp).\(^{35-37}\) EXAM is defined as the percentage of statements to be examined before finding the actual faulty statement. A lower value of EXAM indicates better performance. RImp is to compare the total number of statements that need to be examined to find...
all faults using a deep learning-based fault localization approach with the test case resampling versus the number that need to be examined by using the deep learning-based fault localization approach without the test case resampling. A lower value of \( R_{Imp} \) shows better improvement of our approach over the one without test case resampling.

### 4.3 Data analysis

#### 4.3.1 EXAM distribution

Figures 5 and 6 illustrate the EXAM comparison between our test case resampling approach and other localization approaches in all faulty versions. Specifically, Figure 5A,C shows the EXAM comparison between CNN-FL and CNN-FL using our test case resampling approach in the context of real faults and seeded faults, respectively; Figure 5B,D shows the comparison between MLP-FL and MLP-FL using resampling in the context of real faults and seeded faults, respectively. Figure 6A,C shows the EXAM comparison between BPNN-FL and BPNN-FL using our test case resampling approach in the context of real faults and seeded faults, respectively; Figure 6B,D shows the comparison between BiLSTM-FL and BiLSTM-FL using resampling in the context of real faults and seeded faults, respectively. In Figures 5 and 6, the horizontal axis represents the percentage of statements examined in all versions of subjects (i.e., EXAM), while the vertical axis is the percentage of fault located in all faulty versions.
versions. A point in Figures 5 and 6 denotes when a percentage of statements is examined in each faulty version, the percentage of faulty versions has located their faults. From the eight subfigures, we can observe that the curves of CNN-FL (resampling), MLP-FL (resampling), BPNN-FL (resampling), and BiLSTM-FL (resampling) are always above the ones of CNN-FL, MLP-FL, BPNN-FL, and BiLSTM-FL in both real faults and seeded faults. The results show that our approach improves the localization effectiveness of CNN-FL, MLP-FL, BPNN-FL,24 and BiLSTM-FL.

Before applying our resampling approach, the localization effectiveness on real faults are much higher than that of artificial faults. Thus, the resampling approach performs differently in the two scenarios; that is, the improvement on seed faults is much higher than real faults.

Furthermore, Table 2 illustrates the three types of EXAM scores of our test case resampling approach in comparison with CNN-FL, MLP-FL, BPNN-FL, and BiLSTM-FL on real faults while Table 3 illustrates the three types of EXAM scores on seeded faults. For each approach, it provides three types of EXAM scores: best, average, and variance. The best score means the minimum EXAM score of all the versions of a program, showing the best effectiveness of an approach can reach. The average score means the average Exam score of all the versions of a program, showing the average effectiveness of an approach can achieve. The variance score means the variance of EXAM scores of all the versions of a program, showing whether the effectiveness of an approach is stable or not.

As shown in Table 2, we observe that among the eight real-faults programs, CNN-FL using test case resampling obtains five firsts in best EXAM scores, seven firsts in average Exam scores, and five firsts in variance EXAM scores compared with CNN-FL without test case resampling. MLP-FL using test case resampling obtains four firsts in best EXAM scores, six firsts in average EXAM scores, and seven firsts in variance EXAM scores compared with MLP-FL without test case resampling. BPNN-FL using test case resampling obtains five firsts in best EXAM scores, six firsts

FIGURE 6 EXAM comparison between using test case resampling approach and without using it
in average Exam scores, and four firsts in variance Exam scores compared with BPNN-FL without test case resampling. BiLSTM-FL using test case resampling obtains six firsts in best Exam scores, seven firsts in average Exam scores, and five firsts in variance Exam scores compared with BiLSTM-FL without test case resampling.

And in Table 3, among the four seeded-faults programs, CNN-FL using test case resampling obtains three firsts in best Exam scores, three firsts in average Exam scores, and one first in variance Exam scores compared with CNN-FL without test case resampling. MLP-FL using test case resampling obtains three firsts in best Exam scores, three firsts in average Exam scores, and three firsts in variance Exam scores compared with BiLSTM-FL without test case resampling. BPNN-FL using test case resampling obtains three firsts in best Exam scores, four firsts in average Exam scores, and three firsts in variance Exam scores compared with BiLSTM-FL without test case resampling. BiLSTM-FL using test case resampling obtains three firsts in best Exam scores, three firsts in average Exam scores, and three firsts in variance Exam scores compared with BiLSTM-FL without test case resampling.

The results show that after applying our test case resampling approach, CNN-FL, MLP-FL, BPNN-FL, and BiLSTM-FL become more effective and more stable on both real faults and seeded faults.

4.3.2 | Rlm distribution

For a detailed improvement, we adopt Rlm to evaluate our approach. Figure 7 shows Rlm score of using test case resampling over the four fault localization approaches (i.e., CNN-FL, MLP-FL, BPNN-FL, and BiLSTM-FL) with original test suite.

As shown in Figure 7A, the Rlm score is less than 100% in all programs except for time and nanoxmlv1, meaning that CNN-FL using resampling improves fault localization effectiveness in almost all programs. Except for time and nanoxmlv1, the statements that need to be examined decrease ranging from 36.97% in gzip to 99.31% in python. This means that CNN-FL using test case resampling needs to examine from 36.97% to 99.31% of statements that CNN-FL with original test suite needs to examine of. It also means that the test case resampling approach, in comparison with CNN-FL, obtains a maximum saving of 63.03% (100% – 36.97% = 63.03%) in gzip and a minimum saving of 0.69% (100% – 99.31% = 0.69%) in python. The average saving is 16.61%, which means that the test case resampling approach can save an average of 16.61% of the number of statements examined by using CNN-FL to locate all faults.
As shown in Figure 7B, the \textit{RImp} score is less than 100% in all programs, meaning that MLP-FL using resampling improves fault localization effectiveness in all programs. In comparison with MLP-FL, the test case resampling approach gets a maximum saving of 84.44% (100% − 15.56% = 84.44%) in \textit{math}, a minimum saving of 3.80% (100% − 96.20% = 3.80%) in \textit{python}, and an average saving of 38.35%.

As shown in Figure 7C, the \textit{RImp} score is less than 100% in all programs, meaning that BPNN-FL using resampling improves fault localization effectiveness in all programs. In comparison with BPNN-FL, the test case resampling approach gets a maximum saving of 61.20% (100% − 38.80% = 61.20%) in \textit{nanoxml:v2}, a minimum saving of 8.73% (100% − 91.27% = 8.73%) in \textit{space}, and an average saving of 26.38%.

As shown in Figure 7D, the \textit{RImp} score is less than 100% in all programs, meaning that BiLSTM-FL using resampling improves fault localization effectiveness in all programs. In comparison with BiLSTM-FL, the test case resampling approach gets a maximum saving of 56.35% (100% − 43.65% = 56.35%) in \textit{math}, a minimum saving of 0.82% (100% − 99.18% = 0.82%) in \textit{nanoxml:v1}, and an average saving of 21.02%.

Based on the \textit{RImp} scores, we can observe that there is a significant saving after using our test case resampling approach. Hence, oversampling failing test cases is an effective way in improving deep learning-based fault localization.

4.3.3 Statistical comparison

Although \textit{RImp} can show more detailed improvement, the analysis using \textit{RImp} evaluates effectiveness from the overview of the results and may miss other detailed views of the results. For example, the \textit{RImp} scores of \textit{libtiff} and \textit{python} in Figure 7A are very close to 100%, which means that CNN-FL using test case resampling performs closely to CNN-FL with the original test suites in \textit{libtiff} and \textit{python}. However, a case may happen. Suppose that CNN-FL using test case resampling has higher but not quite higher effectiveness than CNN-FL with the original test suite in each faulty version of a program, the \textit{RImp} score will show that they perform closely. Nevertheless, in this case, it is difficult to conclude that CNN-FL using test case resampling performs closely to CNN-FL without resampling because CNN-FL using test case augmentation performs better in each faulty version of the program. For another example, suppose that CNN-FL using test case resampling just has very higher effectiveness than CNN-FL with the original test suite in several faulty versions of a program, and however, CNN-FL with the original test suite has moderately
higher effectiveness in most faulty versions of the programs. The sheer high effectiveness of CNN-FL using test case resampling in the several faulty versions may make its $R_{Imp}$ score over CNN-FL with original test suite lower than 100%, showing that CNN using test case resampling performs better than CNN-FL with the original test suite. However, in such case, we cannot conclude that CNN using test case resampling performs better than CNN-FL with the original test suite.

Thus, we need a rigorous method to obtain a detailed result and adopt Wilcoxon-Signed-Rank Test to achieve this goal. Wilcoxon-Signed-Rank Test is a non-parametric statistical hypothesis test for testing the differences between pairs of measurements $F(x)$ and $G(y)$, which do not follow a normal distribution. At a given significant level $\alpha$, we can use both two-tailed and one-tailed $p$-value to obtain a conclusion. For the two-

### Table 4

**Statistical results on CNN-FL (resampling) versus CNN-FL**

<table>
<thead>
<tr>
<th>Program</th>
<th>Wilcoxon-Signed-Rank test</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Two-tailed</td>
</tr>
<tr>
<td>chart</td>
<td>6.98E−03</td>
</tr>
<tr>
<td>gzip</td>
<td>4.31E−03</td>
</tr>
<tr>
<td>libtiff</td>
<td>5.45E−03</td>
</tr>
<tr>
<td>math</td>
<td>1.09E−02</td>
</tr>
<tr>
<td>mokito</td>
<td>3.35E−02</td>
</tr>
<tr>
<td>python</td>
<td>1.00E+00</td>
</tr>
<tr>
<td>space</td>
<td>3.57E−02</td>
</tr>
<tr>
<td>time</td>
<td>6.55E−01</td>
</tr>
<tr>
<td>nanoxml:v1</td>
<td>3.17E−02</td>
</tr>
<tr>
<td>nanoxml:v2</td>
<td>4.93E−02</td>
</tr>
<tr>
<td>nanoxml:v3</td>
<td>4.63E−02</td>
</tr>
<tr>
<td>nanoxml:v5</td>
<td>1.09E−02</td>
</tr>
<tr>
<td>Total</td>
<td>4.02E−05</td>
</tr>
</tbody>
</table>
In the right-tailed case, if \( p \geq \sigma \), the null hypothesis \( H_0 \) that \( F(x) \) and \( G(y) \) are not significantly different is accepted; otherwise, the alternative hypothesis \( H_1 \) that \( F(x) \) and \( G(y) \) are significantly different is accepted. For one-tailed \( p \)-value, there are two cases: the right-tailed case and the left-tailed case.

In the right-tailed case, if \( p \geq \sigma \), \( H_1 \) that \( F(x) \) does not significantly tend to be greater than the \( G(y) \) is accepted. And in the left-tailed case, if \( p \geq \sigma \), \( H_0 \) that \( F(x) \) does not significantly tend to be less than the \( G(y) \) is accepted; otherwise, \( H_1 \) that \( F(x) \) significantly tends to be less than the \( G(y) \) is accepted.

The experiments performed four paired Wilcoxon-Signed-Rank tests (i.e., CNN-FL \([\text{resampling}] \) versus CNN-FL, MLP-FL \([\text{resampling}] \) versus MLP-FL, and BiLSTM-FL \([\text{resampling}] \) versus BiLSTM-FL) by using EXAM as the pairs of measurements \( F(x) \) and \( G(y) \). Each test uses both the two-tailed and one-tailed checking at the \( \sigma \) level of 0.05. Specifically, given a localization technique FL1, we use the list of EXAM of FL1 using test case resampling in all faulty versions of all programs as the list of measurements of \( F(x) \), while the list of measurements of \( G(y) \) is the list of \( \text{Exam of FL1} \) without resampling in all faulty versions of all programs. Hence, in the two-tailed test, FL1 using resampling has SIMILAR effectiveness as FL1 when \( H_0 \) is accepted at the significant level of 0.05. And in the one-tailed test, if \( H_1 \) using resampling has WORSE effectiveness than FL1 when \( H_1 \) is accepted at the significant level of 0.05. Finally, in the one-tailed test (left), FL1 using resampling has BETTER effectiveness than FL1 when \( H_1 \) is accepted at the significant level of 0.05.

Tables 4-6, and 7 show the statistical results on CNN-FL, MLP-FL, and BiLSTM-FL using test case resampling versus CNN-FL, MLP-FL, and BiLSTM-FL with the original test suite. Take chart in Table 4 as an example. The \( p \) values of two-tailed, one-tailed (right), and one-tailed (left) are shown in Table 4 as an example.

### TABLE 5

**Statistical results on BPNN-FL (resampling) versus BPNN-FL**

<table>
<thead>
<tr>
<th>Program</th>
<th>Two-tailed</th>
<th>One-tailed (right)</th>
<th>One-tailed (left)</th>
<th>Conclusion</th>
<th>A-Test</th>
</tr>
</thead>
<tbody>
<tr>
<td>chart</td>
<td>6.79E−03</td>
<td>9.78E−01</td>
<td>5.02E−03</td>
<td>BETTER</td>
<td>0.81</td>
</tr>
<tr>
<td>gzip</td>
<td>3.45E−02</td>
<td>8.60E−01</td>
<td>2.09E−02</td>
<td>BETTER</td>
<td>0.72</td>
</tr>
<tr>
<td>libtiff</td>
<td>7.96E−03</td>
<td>9.70E−01</td>
<td>5.28E−03</td>
<td>BETTER</td>
<td>0.88</td>
</tr>
<tr>
<td>Math</td>
<td>1.09E−02</td>
<td>9.69E−01</td>
<td>9.07E−03</td>
<td>BETTER</td>
<td>0.89</td>
</tr>
<tr>
<td>mokito</td>
<td>4.51E−02</td>
<td>9.09E−01</td>
<td>2.45E−02</td>
<td>BETTER</td>
<td>0.88</td>
</tr>
<tr>
<td>python</td>
<td>4.65E−02</td>
<td>8.19E−01</td>
<td>2.92E−02</td>
<td>BETTER</td>
<td>0.63</td>
</tr>
<tr>
<td>space</td>
<td>7.96E−03</td>
<td>9.99E−01</td>
<td>4.24E−04</td>
<td>BETTER</td>
<td>0.74</td>
</tr>
<tr>
<td>time</td>
<td>1.80E−02</td>
<td>9.63E−01</td>
<td>1.86E−02</td>
<td>BETTER</td>
<td>0.93</td>
</tr>
<tr>
<td>nanoxmlv1</td>
<td>1.80E−02</td>
<td>9.63E−01</td>
<td>1.86E−02</td>
<td>BETTER</td>
<td>0.96</td>
</tr>
<tr>
<td>nanoxmlv2</td>
<td>1.09E−02</td>
<td>9.69E−01</td>
<td>9.07E−03</td>
<td>BETTER</td>
<td>0.78</td>
</tr>
<tr>
<td>nanoxmlv3</td>
<td>2.77E−02</td>
<td>9.89E−01</td>
<td>1.80E−02</td>
<td>BETTER</td>
<td>0.94</td>
</tr>
<tr>
<td>nanoxmlv5</td>
<td>5.93E−02</td>
<td>3.95E−01</td>
<td>7.89E−01</td>
<td>SIMILAR</td>
<td>0.33</td>
</tr>
<tr>
<td>Total</td>
<td>1.79E−02</td>
<td>9.91E−01</td>
<td>9.03E−03</td>
<td>BETTER</td>
<td>0.75</td>
</tr>
</tbody>
</table>

### TABLE 6

**Statistical results on BPNN-FL (resampling) versus BPNN-FL**

<table>
<thead>
<tr>
<th>Program</th>
<th>Two-tailed</th>
<th>One-tailed (right)</th>
<th>One-tailed (left)</th>
<th>Conclusion</th>
<th>A-Test</th>
</tr>
</thead>
<tbody>
<tr>
<td>chart</td>
<td>6.79E−03</td>
<td>9.78E−01</td>
<td>5.02E−03</td>
<td>BETTER</td>
<td>0.81</td>
</tr>
<tr>
<td>gzip</td>
<td>2.25E−02</td>
<td>9.11E−01</td>
<td>1.40E−02</td>
<td>BETTER</td>
<td>0.68</td>
</tr>
<tr>
<td>libtiff</td>
<td>4.31E−02</td>
<td>9.85E−01</td>
<td>2.95E−02</td>
<td>BETTER</td>
<td>0.88</td>
</tr>
<tr>
<td>Math</td>
<td>1.09E−02</td>
<td>9.69E−01</td>
<td>9.07E−03</td>
<td>BETTER</td>
<td>0.95</td>
</tr>
<tr>
<td>mokito</td>
<td>4.34E−02</td>
<td>9.76E−01</td>
<td>2.74E−02</td>
<td>BETTER</td>
<td>0.88</td>
</tr>
<tr>
<td>python</td>
<td>4.79E−02</td>
<td>9.23E−01</td>
<td>4.02E−02</td>
<td>BETTER</td>
<td>0.75</td>
</tr>
<tr>
<td>space</td>
<td>7.96E−04</td>
<td>9.99E−01</td>
<td>4.24E−04</td>
<td>BETTER</td>
<td>0.72</td>
</tr>
<tr>
<td>time</td>
<td>1.80E−02</td>
<td>9.63E−01</td>
<td>1.86E−02</td>
<td>BETTER</td>
<td>0.95</td>
</tr>
<tr>
<td>nanoxmlv1</td>
<td>1.80E−02</td>
<td>9.63E−01</td>
<td>1.86E−02</td>
<td>BETTER</td>
<td>0.95</td>
</tr>
<tr>
<td>nanoxmlv2</td>
<td>1.08E−02</td>
<td>9.69E−01</td>
<td>9.07E−03</td>
<td>BETTER</td>
<td>0.67</td>
</tr>
<tr>
<td>nanoxmlv3</td>
<td>2.77E−02</td>
<td>9.89E−01</td>
<td>1.80E−02</td>
<td>BETTER</td>
<td>0.95</td>
</tr>
<tr>
<td>nanoxmlv5</td>
<td>2.85E−02</td>
<td>9.09E−01</td>
<td>2.11E−02</td>
<td>BETTER</td>
<td>0.67</td>
</tr>
<tr>
<td>Total</td>
<td>1.92E−09</td>
<td>9.99E−01</td>
<td>9.83E−10</td>
<td>BETTER</td>
<td>0.78</td>
</tr>
</tbody>
</table>
Based on the A-Test results in Tables 4-6, and 7, our approach has six statistic from the value of 0.5, the greater difference of the two studied groups. Vargha and Delaney40 suggest that A-test of greater than 0.64 study,39 to evaluate the magnitude of the difference by measuring effect size (scientific significance). For A-test, the bigger deviation of A-

<table>
<thead>
<tr>
<th>Program</th>
<th>Two-tailed</th>
<th>One-tailed (right)</th>
<th>One-tailed (left)</th>
<th>Conclusion</th>
<th>A-Test</th>
</tr>
</thead>
<tbody>
<tr>
<td>chart</td>
<td>4.65E-02</td>
<td>8.19E-01</td>
<td>2.92E-02</td>
<td>BETTER</td>
<td>0.92</td>
</tr>
<tr>
<td>gzip</td>
<td>4.86E-02</td>
<td>7.05E-01</td>
<td>3.94E-02</td>
<td>BETTER</td>
<td>0.80</td>
</tr>
<tr>
<td>libtiff</td>
<td>2.25E-02</td>
<td>9.11E-01</td>
<td>1.40E-02</td>
<td>BETTER</td>
<td>0.80</td>
</tr>
<tr>
<td>Math</td>
<td>4.93E-02</td>
<td>7.89E-01</td>
<td>3.95E-02</td>
<td>BETTER</td>
<td>0.87</td>
</tr>
<tr>
<td>mokito</td>
<td>3.96E-01</td>
<td>7.12E-01</td>
<td>4.94E-02</td>
<td>BETTER</td>
<td>0.66</td>
</tr>
<tr>
<td>python</td>
<td>6.79E-03</td>
<td>9.78E-01</td>
<td>5.02E-03</td>
<td>BETTER</td>
<td>0.83</td>
</tr>
<tr>
<td>space</td>
<td>8.69E-03</td>
<td>9.96E-01</td>
<td>4.57E-03</td>
<td>BETTER</td>
<td>0.81</td>
</tr>
<tr>
<td>time</td>
<td>6.55E-01</td>
<td>5.00E-01</td>
<td>8.14E-01</td>
<td>SIMILAR</td>
<td>0.50</td>
</tr>
<tr>
<td>nanoxmlv1</td>
<td>4.55E-02</td>
<td>8.14E-01</td>
<td>4.91E-02</td>
<td>BETTER</td>
<td>0.50</td>
</tr>
<tr>
<td>nanoxmlv2</td>
<td>1.00E+00</td>
<td>6.05E-01</td>
<td>6.05E-01</td>
<td>SIMILAR</td>
<td>0.56</td>
</tr>
<tr>
<td>nanoxmlv3</td>
<td>2.77E-02</td>
<td>9.89E-01</td>
<td>1.80E-02</td>
<td>BETTER</td>
<td>0.77</td>
</tr>
<tr>
<td>nanoxmlv5</td>
<td>1.80E-02</td>
<td>9.63E-01</td>
<td>1.86E-02</td>
<td>BETTER</td>
<td>0.73</td>
</tr>
<tr>
<td>Total</td>
<td>3.47E-05</td>
<td>9.99E-01</td>
<td>1.76E-05</td>
<td>BETTER</td>
<td>0.74</td>
</tr>
</tbody>
</table>

and one-tailed (left) are 6.98E−03, 9.82E−01, and 5.45E−03, respectively. It means that the EXAM of CNN-FL using resampling is significantly less than that of CNN-FL with the original test suite. Therefore, we obtain a BETTER conclusion; that is, our test case resampling approach significantly improves the localization effectiveness of CNN-FL in chart. We can observe that CNN-FL using resampling approach obtains BETTER results in all programs except for two SIMILAR results in python and time and one WORSE result in nanoxmlv1; MLP-FL using resampling approach obtains the BETTER results in all programs except for one SIMILAR result in nanoxmlv5; BPNN-FL using resampling approach obtains the BETTER results in all programs; BiLSTM-FL using resampling approach obtains BETTER results in all programs except for two SIMILAR results in time and nanoxmlv2.

To further assess the difference quantitatively, we use the nonparametric Vargha-Delaney A-test, which is recommended in previous study,39 to evaluate the magnitude of the difference by measuring effect size (scientific significance). For A-test, the bigger deviation of A-statistic from the value of 0.5, the greater difference of the two studied groups. Vargha and Delaney40 suggest that A-test of greater than 0.64 (or less than 0.36) is indicative of "medium" effect size and of greater than 0.71 (or less than 0.29) can be indicative of a promising "large" effect size. Based on the A-Test results in Tables 4-6, and 7, our approach has six "large" effect sizes and two "medium" effect sizes over CNN-FL, 11 "large" effect sizes, and one "medium" effect size over MLP-FL, nine "large" effect sizes and three "medium" effect sizes over BPNN-FL, and eight "large" effect sizes and one "medium" effect size over BiLSTM-FL. Thus, our approach significantly improves the localization effectiveness of the four deep-learning-based fault localization approaches.

Many studies have shown that algorithms trained with balanced data surpass those trained with imbalanced data in performance.18-20 Thus, our resampling approach generates a balanced test suite. To further verify whether a balanced test suite is better than unbalanced test suite, we use our resampling approach to clone different ratios of failing test cases. Specifically, we use the ratio \( \theta = \frac{\text{Pnum}}{\text{Fnum}} \), where Pnum and Fnum denote the number of passing test cases and the number of failing test cases. We resample failing tests to generate different test suites with \( \theta = 0.25, \theta = 0.5, \theta = 1 \) (i.e., our approach), \( \theta = 1.25 \), and \( \theta = 1.5 \). Table 8 shows the statistical results of our approach with \( \theta = 1 \) versus different ratios in 12 programs. Take \( (\theta = 1) \) versus \( (\theta = 1.25) \) as an example. In comparison with \( (\theta = 1.25) \), our approach \( (\theta = 1) \) obtains 11 BETTER results (91.67%) on MLP-FL, CNN-FL, and BPNN-FL, respectively, and 12 BETTER results (100%) on BiLSTM-FL. Based on the results of Table 8, we can conclude that the balanced test suites are better than unbalanced ones, being consistent with the previous research.18-20

Thus, based on all the results and analysis, we can safely conclude that our test case resampling approach significantly improves CNN-FL, MLP-FL, BPNN-FL, and BiLSTM-FL, showing that leveraging the learning feature to use the oversampling of critical data into deep learning-based fault localization is potential to improve fault localization effectiveness.

4.4 Threats to validity

There are some threats to the validity of our experiments. We adopted deep learning methods, whose outputs are not stable, meaning that the fault localization results are not the same through different training times. That drawback is caused by a characteristic of neural network technology. To make the results more reliable, we followed the convention by repeating the fault localization process; that is, we computed 10 times and used the average score as the results for the experimental study.
In our experiment, cloning failing test cases to seek a balanced distribution may cause the model to overfit the minority class in some cases. We use dropout to alleviate this problem, and the results show that our approach is effective for improving fault localization. However, it is still difficult to solve the overfitting problem fundamentally. Thus, it is worthwhile to conduct the research on alleviating overfitting problem (e.g., the generation of noisy failing test cases) for more improvement in terms of fault localization effectiveness.

Another threat to external validity is the subject programs used for our experiments. Our subject programs are commonly used in fault localization and program repair, which are all from the real-life development. Thus, the results should be reliable. However, the experimental results may not apply to all programs because there are still many unknown and complicated factors in realistic debugging that could affect the experiment results. For example, since our approach is derived from the existing state-of-the-art localization approaches, it may not hold in some cases where these localization approaches suffer from, for example, the multiple-fault case. Thus, it is worthwhile to conduct the experiments on more large-sized programs with all real faults to further strengthen the experimental results.

We adopt the widely used metrics, EXAM and RImp, to evaluate localization effectiveness. According to the extensive use of the measurement, the threat is acceptably mitigated.

### 5 RELATED WORK

In this section, we briefly survey the class proportion of data sets and fault localization studies, especially coverage-based fault localization and fault localization using learning algorithms. More work on fault localization can refer to the survey2 by Wong et al.

In the field of machine learning and fault localization, the class proportion of data sets has been widely studied. Wong et al.41 show that the class imbalance phenomenon of data sets has an influence on the efficiency of classification. To some extent, deep learning-based fault localization can be viewed as a pattern of classification problem, which can be influenced by the characteristics of test suites. Japkowicz et al.13...
empirically draw a conclusion that the class imbalance phenomenon of the training set causes a negative impact to classifier problems. Baudry
et al. conduct the experiments and show that fewer test cases could achieve the same fault localization effectiveness. Hao et al. improve the
localization effectiveness by using test suite reduction techniques. However, Yu et al. suggest that test suite reduction techniques may reduce
the effectiveness of fault localization. Gong et al. conduct an experimental study showing that the identical number of passing test cases and
the failing test cases is beneficial for fault localization. In contrast, our approach uses data resampling to alleviate the biased problem in deep-learning-based fault localization.

Machine learning techniques are used in the context of fault localization based on statement coverage and test results of test cases. Wong
et al. propose a fault localization approach based on back-propagation (BP) neural network, which introduces and implements a simple structure. Due to the drawbacks of BP networks (e.g., paralysis), Wong et al. afterwards propose another approach based on radial basis function (RBF) networks to improve fault localization using BP networks. Recently, deep learning method has witnessed a rapid development to tackle the limitations of traditional machine learning techniques and is successfully applied in many disciplines, for example, computer vision and natural language processing. Based on the methods proposed by Wong et al. and advantages of deep learning methods, Zheng et al. construct a fault localization model using Multi-Layer Perceptrons (MLP). Zhang et al. use dynamic slices to enhance fault localization effectiveness in the context of deep neural networks. Briand et al. propose a fault localization method using decision tree algorithm and construct those rules that classify test cases into various partitions. Zhang et al. explore more on deep learning and propose a fault localization approach based on convolutional neural networks. Differently, our approach aims at using test case resampling to alleviate the biased problem in those localization approaches based on learning algorithms.

Coverage-based fault localization techniques convert program spectrum data from test executions to suspiciousness score of program entities and rank them in descending order. Among existing coverage-based localization methods, spectrum-based fault localization is the most popular one. Chen et al. propose Jaccard technique, Jones et al. propose Tarantula technique, and Abreu et al. apply Ochiai technique. The three techniques are widely used and compared techniques in the subsequent studies. Wong et al. use data and control flow to present many suspiciousness evaluation formulas such as Wong1–3 and Wong3’. Wong et al. also propose DStar (D*) based on crosstab. Xie et al. investigate more than 30 suspiciousness evaluation formulas and theoretically prove the maximal formulas for single-fault scenarios, and further, they discussed the limits of purely coverage-based fault localization approaches. Pearson et al. conduct a systematical study on evaluating and summarizing the existing coverage-based fault localization. Papadakis et al. propose mutation-based fault localization, in which mutants that are killed mostly by failing tests provide a good indication about the location of a fault. Coverage-based fault localization does not use learning algorithms and thus has no learning feature from learning algorithms such as deep learning. In contrast, our approach studies deep learning-based fault localization and utilizes its learning feature to propose a test case augmentation approach for improving deep-learning-based fault localization’s effectiveness.

6 CONCLUSION

The recent rapid progress on deep learning shows the promising potential of many neural network architectures in making sense of data. The fault localization community notices the potential of deep learning and has proposed deep-learning-based fault localization showing promising results. This paper explores more on deep-learning-based fault localization; that is, we notice its learning feature distinct from traditional fault localization approach. Due to the learning feature, if we can identify a weak but beneficial experience learned from some specific data, we can leverage the learning feature by oversampling the data to argument this weak but beneficial experience.

Following this idea, we propose a test case resampling approach for deep-learning-based fault localization. This approach first identifies failing test cases as the critical data corresponding to the weak but beneficial experience, then use iterative oversampling to clone those failing test cases into the original test cases, and finally feeds the new test suite into deep-learning-based fault localization. To evaluate the effectiveness of our approach, we conduct a large-scale experimental study on eight programs with real faults and four programs with seeded faults. The results show that our test case resampling approach significantly improves fault localization effectiveness, revealing that oversampling critical data is an effective way of using the learning feature.

In future, we plan to optimize our test case resampling approach by introducing the context into the learning feature. Furthermore, we will explore more on the learning feature of deep-learning-based fault localization and obtain more insights of this feature beneficial for improving fault localization effectiveness. Besides, how to reduce the effect as far as possible and whether there are differences in various kinds of faults are also of great interest to our research.
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