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Abstract
Large Language Models (LLMs) specialized in code have shown
exceptional proficiency across various programming-related tasks,
particularly code generation. Nonetheless, due to its nature of pre-
training on massive uncritically filtered data, prior studies have
shown that code LLMs are prone to generate code with potential
vulnerabilities. Existing approaches to mitigate this risk involve
crafting data without vulnerability and subsequently retraining
or fine-tuning the model. As the number of parameters exceeds a
billion, the computation and data demands of the above approaches
will be enormous. Moreover, an increasing number of code LLMs
tend to be distributed as services, where the internal representation
is not accessible, and the API is the only way to reach the LLM,
making the prior mitigation strategies non-applicable.

To cope with this, we propose CoSec, an on-the-fly Security
hardening method of code LLMs based on security model-guided
Co-decoding, to reduce the likelihood of code LLMs to generate
code containing vulnerabilities. Our key idea is to train a separate
but much smaller security model to co-decode with a target code
LLM. Since the trained secure model has higher confidence for
secure tokens, it guides the generation of the target base model
towards more secure code generation. By adjusting the probability
distributions of tokens during each step of the decoding process, our
approach effectively influences the tendencies of generation with-
out accessing the internal parameters of the target code LLM. We
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have conducted extensive experiments across various parameters
in multiple code LLMs (i.e., CodeGen, StarCoder, and DeepSeek-
Coder), and the results show that our approach is effective in se-
curity hardening. Specifically, our approach improves the average
security ratio of six base models by 5.02%-37.14%, while maintaining
the functional correctness of the target model.
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1 Introduction
Recently, large language models (LLMs), e.g., GPT3 [5], Llama [41],
and GLM [11], among others, have demonstrated remarkable perfor-
mance across numerous NLP applications. Code LLMs (e.g., Code-
Gen [30], StarCoder [25], and DeepSeek-Coder [10]), which are
generative models pretrained on a large amount of code along with
the code-related natural language texts, are capable of performing
various code-related tasks according to the programmer’s intent,
such as code completion [34], [44], [50], code translation [31], [9],
[40], and defect analysis [7], [15], [42]. Various development assis-
tance plug-ins (e.g., GitHub Copilot [16], AWS CodeWhisperer [2],
CodeGeeX [1], etc.) based on code LLMs are serving a growing num-
ber of developers. A report from Google indicates that more than
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Figure 1: Example of Github Copilot generated code which
contains CWE-89 [37].

10,000 Google developers are trying out AI-based code assistance
plugins in their IDEs [18].

The inherent design of LLMs, which generate texts based on
conditional probabilities, coupled with their training on predomi-
nantly crowd-sourced open-source code, poses a risk of unintention-
ally producing and injecting insecure code into ongoing software
projects [25], [21], [35]. The essence of the problem lies in the na-
ture of the crowdsourced datasets used for pre-training, which often
include examples of vulnerable code. Consequently, these models
may inadvertently learn to replicate patterns that contain vulner-
bilities. When a user inputs a code snippet that resembles known
vulnerable code, these LLMs might proceed to suggest subsequent
code that, despite being contextually appropriate, is inherently in-
secure. For example, when GitHub Copilot was prompted with the
code in the yellow box in Figure 1, it generated the code shown in
the green box. Notably, the code snippet "cursor.execute("SELECT
* FROM users WHERE username = ’%s’ " % username)" exhibits a
vulnerability to SQL injection attacks, as it incorporates a pattern
susceptible to CWE-89 (SQL Injection) weakness.1 Pearce et al. [32]
first conducted a vulnerability scan of code generated by GitHub
Copilot using codeQL2 in multiple scenarios, and the statistics
showed that 40.73% of the code completions generated were unsafe.
Extending this research, a large number of different works have
confirmed that these intelligent tools based on code LLMs will have
a high chance of generating dangerous code [21], [25], [29], [32].

In order to mitigate the risk of generating vulnerable code from
code LLMs, researchers proposed security hardening of code LLMs.
This involves making LLMs more inclined to secure code that does
not contain vulnerabilities during its code generation process (i.e.,
increasing the security ratio of model-generated code). Importantly,
any method employed for this purpose must not compromise the
LLMs’ ability to generate functionally accurate code, thereby pre-
serving their overall utility. Recently, He and Vechev [19] proposed
SVEN, the state-of-the-art security hardening approach of code
LLMs, which operates by applying certain prefixes that effectively
alter the computation of the models’ hidden states via an attention
mechanism. This steers the code LLMs towards the generation of

1Due to the constant updating of Github Copilot and differences in users’ contexts,
such output may not be obtained consistently.
2https://github.com/github/codeql

code that aligns with security standards. Despite SVEN’s efficacy
in improving security, it still suffers from the following limitations.

Limitation 1: require access to internal parameters. The ef-
fectiveness of SVEN hinges on the modification of newly introduced
fine-tunable parameters within the LLM. This presents a significant
challenge for clients, as the internal parameters of ultra-large LLMs,
especially those distributed as services, cannot be accessed and
updated [6].

Limitation 2: cannot be shared by models with different
parameter sizes. The performance of SVEN in securing code LLMs
is contingent upon the parameter size. Distinct models, varying
in parameter size, necessitate unique prefix lengths and tuning
approaches. This constraint hampers SVEN’s adaptability and its
ability to be uniformly applied across models with different param-
eter sizes. For instance, to perform security hardening on models of
four sizes (i.e., 350M, 2.7B, 6.1B, and 16.1B) of the CodeGen family,
we need to perform four different trainings for each of them. This
repetitive training effort creates an additional financial burden.

To address the limitations mentioned above, we introduce CoSec,
a novel decoding-time security hardening framework of code LLMs
that operates at decoding time, eliminating the need for additional
training iterations or modifications to the training pipeline or model
architecture. CoSec incorporates a distinct, significantly smaller
security model, that is obtained by fine-tuning on a dataset with
a focus on security. Owing to its high confidence in the security
code, the security model is able to guide the base model to generate
secure code completions. The co-decoding process is shown in part
(B) of Figure 2. When a code snippet is given as a prompt, CoSec
achieves security hardening by making the two autoregressive de-
coders infer the next token synchronously, until the end. We chose
the smallest model within this family of models as the basis for
the security model. Because they share the same tokenizer and
the model architecture, to guarantee correct decoding at each step.
Low-rank adaptation (LoRA) [20], a parameter efficient fine-tuning
approach, is used to achieve high efficiency in training and reduce
computing requirements for training and inference. The model with
a much larger parameter size is the base code LLM to be hardened.
The security model first predicts the next token, and then we deter-
mine whether the token meets the security requirements through
an acceptance algorithm. If the answer given by the security model
is accepted, we directly adopt it as the generation of the current
time step, and if it does not, we let the base model resample the
output token as the result of the current time step.

We train the security model with the training dataset provided by
He and Vechev [19], and perform extensive experiments on six dif-
ferent parameter sizes of CodeGen, StarCoderBase, and DeepSeek-
Coder in terms of security and functional correctness [8], [29], [32],
[38]. The results show that CoSec achieves effective security hard-
ening of all these models and is able to maintain the functional
correctness of the hardening targets. In particular, regardless of
the experimental setup with the same sampling temperature or
different sampling temperatures, our approach improves the av-
erage relative security ratio of the six models by 21.26%, 16.15%,
8.01%, 12.61%, 5.02%, and 11.89% respectively. At the same time, we
control the average functional correctness float between -8.5% and
+97.9%. We consider such a fluctuation acceptable on the premise
of effectively enhancing security.
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We would like to emphasize the differences between CoSec and
two existing work: vulnerability repair [4], [45], [47] and post-
processing based quality enhancement [8], [26], [46], [36], [49].
Vulnerability repair focuses on fixing vulnerability snippets in ex-
isting code, where the input is the code containing the vulnerability,
and the output is the secure code. Our work focuses on the code
that is being written and reduces the likelihood that code LLMs will
generate vulnerable code. Methodologically, unlike post-processing-
based quality enhancement approaches, which focus on reducing
undesired results by sorting or filtering the recommended codes
generated by a large language model, our approach intervenes in
the probability of token sampling during the decoding phase. The
post-processing based approaches do not really improve the ca-
pabilities of the LLM itself, and in the worst case, the user may
not get a response that matches his/her intent.3 Conversely, the
decode-time approaches, by intervening with the predicted proba-
bility distribution of the next token, can truly generate results that
match the user’s intent.

The major contributions of this paper are as follows:
• We propose the problem of on-the-fly security hardening of
code LLMs. To our knowledge, we are the first to attempt
on-the-fly security hardening of code LLMs.
• We propose a novel decode-time security hardening frame-
work that utilizes a separate but much smaller security model
to guide a target model to generate secure code. It is called
CoSec.
• We conduct extensive experiments using the state-of-the-
art security evaluation framework and the most prevalent
functional correctness evaluation framework. Our analysis
includes multiple parameter sizes for three popular code
LLMs. The experimental results demonstrate the effective-
ness and generalisability of our proposed approach. Our
approach also maintains the functional correctness of the
target model.
• To support the open science community, we release our
replication package for further studies.4

2 Methodology
In this section, we elaborate on the details of CoSec. As shown in
Figure 2, our framework mainly consists of two parts, (A) Security
Model Fine-Tuning (c.f., Section 2.1), which obtain the security
model by parameter-efficient fine-tuning the code LLM on security-
related data; (B) Supervised Co-Decoding (c.f., Section 2.2), which
generate more secure completions based on the given prompt .

2.1 Security Model Fine-Tuning
2.1.1 Parameter-Efficient. We argue that only security-relevant
code data that matches daily development can be used to train
security models that meet real needs. However, such labeled code
data tend to be extremely rare. Furthermore, in order to be privately
deployed by users to defend against harmful generation, the se-
curity model should be able to cope with limited computational

3Our experimental report shows that the CodeGen-350M has a security ratio of 0 in
the generation test against CWE-476. In this case, the generated code is not secure, no
matter how much the post-processing approach is filtered and sorted.
4https://github.com/Nero0113/CoSec

resources. To fulfill these requirements, we adapt Low-Rank Adap-
tation (LoRA) [20], a parameter-efficient tuning method based on
low-dimensional representations. For a pre-trained weight matrix
𝑊 ∈ R𝑑×𝑘 , LoRA constrains its update by representing the latter
with a low-rank decomposition𝑊 + 𝛿𝑊 =𝑊 +𝑊𝑑𝑜𝑤𝑛𝑊𝑢𝑝 , where
𝑊down ∈ R𝑑×𝑟 ,𝑊𝑢𝑝 ∈ R𝑟×𝑘 are tunable parameters, and the rank
𝑟 ≪ min(𝑑, 𝑘). During training,𝑊 is frozen and does not receive
gradient updates. Applying LoRA to modify the attention layer
within an security model, requires training merely 0.11% of those
parameters, which greatly reduces the computational burden. At
the same time, a small number of parameters also implies less need
for high-quality data.

2.1.2 Security and Functional Correctness. He and Vechev [19] find
that the code modified in the repair determines the security of
the whole program, while the code not modified in the repair is
closely related to the functional correctness. They weighted the
multitask loss term during learning process, i.e., the overall loss
is equal to the weighted sum of the loss of security, the loss of
functional correctness, and the comparative loss of the vulnerability
representation and the security representation. Differently, we find
that letting the model learn only the security-relevant contexts in
the data results in a model with excellent security performance.
Specifically, we utilize cross-entropy loss to learn security-related
hidden representation:

Lsec = −
|n |∑︁
𝑖=1

𝑚𝑖 · log 𝑃 (𝑥𝑖 | X1:𝑖−1) (1)

where𝑚𝑖 is the mask of the loss term, which indicates whether
the token in the current time step is a secure change or not. It is
1 if it is and 0 otherwise. This operation encourages the model to
learn safer code.

Kullback-Leibler divergence, also known as relative entropy,
measures the difference between two probability distributions and
is often used as a regularization term that constrains the model’s
learned representation from deviating excessively from the original
representation. Following the above findings, we model functional
correctness as:

Lfunc =
|n |∑︁
𝑖=1
(−𝑚𝑖 ) KL(S (𝑥𝑖 | X1:𝑖−1) ∥B (𝑥𝑖 | X1:𝑖−1)) (2)

where S is the predictive distribution of the security model at
the current time step and B is the predictive distribution of the base
model. The base model is the Transformer that keeps the factory
settings unchanged, and we use this to simulate the model that
provides the service. Taking the inverse of𝑚𝑖 means that the loss
function only takes effect for unchanged code.

Finally, our multitasking loss term is modeled as follows.

L = Lsec + Lfunc (3)

2.2 Supervised Co-Decoding
Our decoding process is motivated by the insight that model fine-
tuned on security data have higher confidence in their predictions.
When the relative confidence of the security model compared to
the base model is higher than the threshold, it is a safe prediction;
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Figure 2: Architecture of CoSec, which mainly contains two parts: (A) Security Model Fine-Tuning and (B) Supervised Co-
Decoding. In the secure code example, the grey part is the prompt and the green part is the generated security completion.
For the current time step, we use "file_path" as the common output for both models; otherwise, we resample "if" as the output.

instead, we sample using base model to maintain functional cor-
rectness. The co-inference process is shown in Algorithm 1. For
a given initial code prefix 𝑥1, · · · , 𝑥𝑛−1, 𝑥𝑛 , accepting threshold 𝑎,
maximum new generation length 𝐿, and batch size𝑚, the security
model and the target base model synchronously infer the token 𝑥𝑛+1
at each time step until a stop mark is encountered or the maximum
length is reached. Where batch size is equal to the number of code
prefixes input to the model multiplied by the number of sampling.
In detail, at each time step, we feed the code prefix into the two
models to obtain𝑚 hidden layer representations generated by the
security model and the base model, respectively, i.e., logits𝑠1:𝑚 and
logits𝑏1:𝑚 . Then, from the current𝑚 logits of the security model, we
calculate𝑚 predictions 𝑥1, 𝑥2, . . . , 𝑥𝑚 that best meet the security
requirements as alternatives. Next, we compute the conditional
probability 𝑆 (𝑥𝑛+1 | 𝑥1, . . . , 𝑥𝑛, 𝑥1), . . . , 𝑆 (𝑥𝑛+1 | 𝑥1, . . . , 𝑥𝑛, 𝑥𝑚)
and 𝐵(𝑥𝑛+1 | 𝑥1, . . . , 𝑥𝑛, 𝑥1), . . . , 𝐵(𝑥𝑛+1 | 𝑥1, . . . , 𝑥𝑛, 𝑥𝑚) outputs
of the security model and the base model for each of these𝑚 candi-
date security tokens. Finally, we evaluate whether the prediction of
the security model should be accepted by the acceptance algorithm.
Specifically, we accept 𝑥𝑖 as the output of the ith time step if the ratio
of the conditional probability 𝐵(𝑥𝑛+1 | 𝑥1, . . . , 𝑥𝑛, 𝑥𝑖 ) of token 𝑥𝑖 in
the base model to its conditional probability 𝑆 (𝑥𝑛+1 | 𝑥1, . . . , 𝑥𝑛, 𝑥𝑖 )
in the security model satisfies our acceptance conditions, otherwise

the base model resamples the current time step as a successor to
the 𝑖th sampling. The acceptance process is shown in Equation 5.

𝑎 < min
(
1,
𝐵(𝑥𝑛+1 | 𝑥1, . . . , 𝑥𝑛, 𝑥𝑖 )
𝑆 (𝑥𝑛+1 | 𝑥1, . . . , 𝑥𝑛, 𝑥𝑖 )

)
(4)

Namely, for a token predicted by a security model, if the confi-
dence of the security model compared to the base model exceeds a
set threshold (c.f., Section 4.4, by default we choose 0.3), it is highly
probable that this token is a prediction of the required security.

3 Experimental Setup
3.1 Research Questions
In order to evaluate our co-decoding framework, we answer the
following research questions:

RQ1: How well does CoSec perform in security hardening?
RQ2: How well does CoSec perform in maintaining functional

correctness?
RQ3: Is CoSec also effective for vulnerability types not seen in the

training set?
RQ4: How do different acceptance thresholds affect security and

functional correctness?
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Algorithm 1: Supervised Security Hardening
Initial code that needs to be completed: 𝑥1, · · · , 𝑥𝑛−1, 𝑥𝑛
Acceptance threshold: 𝑎; Maximum length of new generations: 𝐿; Batch size:𝑚
while true do

if 𝑥𝑛+1 == 𝑒𝑜𝑠 or 𝑛 + 1 >= 𝐿 then
break

else
In parallel, obtain m logits from the security model: logits𝑠1, . . . , logits

𝑠
𝑚 ← security(𝑥1, · · · , 𝑥𝑛−1, 𝑥𝑛)

In parallel, obtain m logits from the base model: logits𝑏1 , . . . , logits
𝑏
𝑚 ← base(𝑥1, · · · , 𝑥𝑛−1, 𝑥𝑛)

In parallel, obtain m token predictions from the security model: 𝑥1, 𝑥2, . . . , 𝑥𝑚 ← multinomial(softmax(logits𝑠1:𝑚))
Obtain m probability distribution of the security model: 𝑆 (𝑥𝑛+1 | 𝑥1, . . . , 𝑥𝑛, 𝑥1), . . . , 𝑆 (𝑥𝑛+1 | 𝑥1, . . . , 𝑥𝑛, 𝑥𝑚)
Obtain m probability distribution of the base model: 𝐵(𝑥𝑛+1 | 𝑥1, . . . , 𝑥𝑛, 𝑥1), . . . , 𝐵(𝑥𝑛+1 | 𝑥1, . . . , 𝑥𝑛, 𝑥𝑚)
for 𝑖 = 1 to𝑚 do

Determine whether the predictions of the security model meet the security requirements:
if 𝑎 < min

(
1, 𝐵 (𝑥𝑛+1 |𝑥1,...,𝑥𝑛,�̃�𝑖 )

𝑆 (𝑥𝑛+1 |𝑥1,...,𝑥𝑛,�̃�𝑖 )

)
then

Accept security model’s prediction as the output of current time-step: 𝑥𝑛+1 ← 𝑥𝑖
else

Obtain base model’s resample: 𝑥𝑛+1 ← multinomial(softmax(𝑙𝑜𝑔𝑖𝑡𝑠𝑏
𝑖
)

end
[𝑥1, . . . , 𝑥𝑛]𝑖 ← 𝑥1, . . . , 𝑥𝑛 + 𝑥𝑛+1

end
end

end

Table 1: The CWE types in the dataset provided by SVEN [19]

Split CWE Language Total

Seen

CWE-089 Python

710 function level
pairs for train
24 prompts for eval

CWE-125 C/C++
CWE-078 Python & C/C++
CWE-476 C/C++
CWE-416 C/C++
CWE-022 Python & C/C++
CWE-787 C/C++
CWE-079 Python & C/C++
CWE-190 C/C++

Unseen

CWE-119 C/C++

12 prompts for evalCWE-502 Python
CWE-732 Python & C/C++
CWE-798 Python

3.2 Datasets
We adopt the dataset provided by He and Vechev [19] to train our
security model. It encompasses a selection of 13 CommonWeakness
Enumerations (CWEs) identified in the MITRE top-25 report as crit-
ical vulnerabilities. Out of these, nine CWE types were specifically
chosen for the model’s training phase, while the remaining four
served for testing the model’s effectiveness in enhancing security
against previously unencountered vulnerabilities. The training data
has 710 pairs of function pairs before and after vulnerability fixing.
These function pairs are coded in either Python or C/C++. Accord-
ingly, 24 prompts are included for evaluating the model’s ability to
securely harden on seen CWE types, and another 12 prompts for

evaluating the ability to harden on unseen CWE types. The details
of the training dataset and their descriptions are shown in Table 1.

3.3 Evaluation Framework
To investigate the effectiveness of our inference framework, follow-
ing SVEN [19], we utilized the benchmark introduced by Pearce et
al. [32]. The evaluation framework for security omits seven CWEs
that CodeQL could not detect in MITRE top-25. He and Vechev
[19] further excluded CWEs where the application scenario relied
on manual inspection. We followed this experimental setup and
tested our work on all the remaining 13 CWEs. In detail, each of
these 13 CWEs is manually crafted into three application scenarios,
and each scenario contains a function prompt, based on which the
model freely generates code completions. Each prompt contains
the complete code representation of a method to be successfully
compiled or parsed, i.e., package introductions, global or local vari-
able definitions, decorator definitions, function definitions, and the
corresponding comments for the specific functionality that needs
to be implemented by the LLMs. For the code generated for each
scenario, we filtered out duplicate generations and generations
that could not be parsed or compiled. Finally, CodeQL was used
to query the security of the sampling. To guarantee the reliabil-
ity of the experiment results, we repeat the sampling 10 times for
different random seeds.

We leverage the standard HumanEval [8] benchmark to evaluate
functional correctness. HumanEval consists of 164 meticulously
crafted Python programming problems. Each problems includes
a function header, docstrings, a function body, and several unit
tests. These programming tasks are tailored to evaluate a range of
competencies, including language understanding, logical reasoning,
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Table 2: Hyperparameter Settings

Hyperparameter Value Hyperparameter Value

Training Settings

Optimizer AdamW Warm Up Strategy Linear
Warn Up Steps 50 Learning Rate 5e-5
Adam Epsilon 1e-8 Traing Batch Size 1

Gradient Acc Step 2 Training Epoch 8
Max. Gradient Norm 1.0 Dropout 0.1

Max. Tokens 1024 Weight Decay 0.01
LoRA Rank 8 LoRA Alpha 16

LoRA Dropout 0.05

Inference Settings

Num. Return 25 Max. New Tokens 256
TOP-P 0.95 Min. Prob 0

algorithmic proficiency, and basic mathematical skills. The evalua-
tion metric of HumanEval is pass@k, which is the proportion of
sampled k passing test cases.

3.4 Target Models
In our evaluation, We demonstrate the effectiveness of our work by
security hardening CodeGen [30], StarCoderBase [25] andDeepSeek-
Coder [10]. We chose the models based on the following: (1) good
open source ecosystem; (2) large download numbers.

CodeGen [30]. CodeGen-multi is a standard auto-regressive
language model for multi-round program synthesis, was trained on
ThePile [14] and BigQuery5. CodeGen-multi comes with 4 parame-
ter sizes: 350M, 2.7B, 6.1B, and 16.1B.

DeepSeek-Coder [10]. DeepSeek-Coder is a code LLM released
by DeepSeek AI, trained from scratch on 2T tokens, with a compo-
sition of 87% code and 13% natural language in both English and
Chinese. There are versions of sizes 1.3B, 5.7B, 6.7B, and 33B.

StarCoderBase [25]. StarCoderBase is trained on 80+ program-
ming languages from The Stack (v1.2) [23] with causal modeling
and the Fill-in-the-Middle objective [3]. There are four versions
with 1B, 3B, 7B, and 15.5B parameters, respectively.

Given the cost of experiments and the fact that the functional cor-
rectness of some of the base models cannot be properly measured,
we chose six of these parameter sizes for our experiments.

3.5 Experimental Settings
All the code LLMs and the corresponding tokenizer in our experi-
mentation are loaded from the official Huggingface repository.

For fine-tuning, we pick CodeGen-350M [30] as a backbone,
while using a LoRA with a rank of 8, an alpha of 16, and a dropout
of 0.05 to be parameter-efficient. We set the maximum input length
to 1024. We limit the maximum epochs to 8 with a learning rate
of 5e-5, and choose the best checkpoint. For DeepSeek-Coder [10]
and StarCoderBase [25], we trained the 1.3B and 1B models as the
security models, respectively, and set the training hyperparameters
consistent with CodeGen. In the inference phase, for RQ1, RQ2

5https://cloud.google.com/bigquery/docs/datasets-intro?hl=zh-cn

and RQ3, we fix the number of sampling to be 25, the maximum
number of new generated tokens to be 256, the TOP-P6 to be 0.95,
the minimum prediction probability to be 0, and the acceptance
threshold to be 0.3. For RQ4, we fix the number of sampling bars to
be 25, the maximum number of newly generated tokens to be 256,
and the TOP-P to be 0.95, and the security model and the target
base model sampling temperatures are both 0.4. We will discuss
why the acceptance threshold of 0.3 was chosen in RQ4. The details
are shown in Table 2.

All experiments are conducted on a computer server with 1
NVIDIA Tesla A800-80G GPUs and Intel(R) Xeon(R) Platinum CPUs
operating at 2.8GHz.

3.6 Performance Metrics
We use the following two performance metrics in our evaluation:

Security Ratio: Let 𝑆𝑅 denote the security ratio, 𝑁𝑡 denote the
total sampled generation, 𝑁𝑑 denotes the duplicate generation, 𝑁𝑛𝑝

denotes the generation which is not compiled or parsed, and 𝑁𝑠𝑒𝑐

denotes the generation which is considered as secure by CodeQL,
then the security ratio can be calculated as:

𝑆𝑅 =
𝑁𝑠𝑒𝑐

𝑁𝑡 − 𝑁𝑛𝑝 − 𝑁𝑑

(5)

Pass@k: This metric evaluates the performance of code genera-
tion models by generating 𝑛 codes for each given problem, where
𝑛 > 𝑘 . It measures the probability that at least one of these gener-
ated codes will pass a specified test. This is achieved by calculating
an unbiased estimate according to the following equation:

pass@k := EProblems

1 −
(
𝑛 − 𝑐
𝑘

)
(
𝑛

𝑘

)  (6)

Here, 𝑐 denotes the number of codes out of the total 𝑛 that
successfully pass the test. The metric quantifies the likelihood that,
from 𝑛 codes generated for a particular problem, at least one will
pass the test, based on all possible combinations of selecting 𝑘 codes
from the total 𝑛 generated.

4 Results
4.1 RQ1. Security Hardening Efficacy
Our investigation into the efficacy of the security hardening capa-
bilities of CoSec considers two real-world situations: 1) the security
hardening effect when the security model and the base model are
at the same sampling temperature; 2) the effectiveness of security
hardening when the security model and the base model are at dif-
ferent sampling temperatures. These two cases were chosen out
of consideration that the sampling temperature is an important
hyperparameter that affects the generation results in real API calls.

In the first situation, we would like to explore the effect of se-
curity hardening of CoSec when the security model and the base
model are at the same sampling temperature. To answer it, we
carried out experiments at sampling temperatures of 0.1, 0.4, and
6TOP-P sampling, also known as Nucleus Sampling, means that at each step, only the
smallest set of words whose cumulative probability exceeds a certain threshold 𝑃 is
randomly sampled, regardless of other low probability words.
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Table 3: Table of security hardening effects when the sam-
pling temperatures of the security model and the base model
are the same

Temperature of Security Model

Model Size 0.1 0.4 0.8

Security Hardening of CodeGen

CodeGen 350M𝑡=† 56.12% 55.36% 62.86%
+Harden 350M 70.72% 67.10% 67.00%

(↑26.02%) (↑21.21%) (↑6.59%)

CodeGen 2.7B𝑡=† 54.29% 55.98% 60.53%
+Harden 350M 62.18% 66.06% 67.80%

(↑14.53%) (↑18.57%) (↑12.01%)

CodeGen 6.1B𝑡=† 66.62% 68.18% 69.34%
+Harden 350M 75.62% 72.93% 73.52%

(↑13.51%) (↑6.97%) (↑6.03%)

Security Hardening of DeepSeek-Coder

DeepSeek-
Coder 1.3B𝑡=† 72.50% 68.90% 71.60%

+Harden 1.3B 78.90% 79.60% 80.20%
(↑8.83%) (↑15.53%) (↑12.01%)

DeepSeek-
Coder 6.7B𝑡=† 77.80% 71.70% 72.70%

+Harden 1.3B 78.40% 74.90% 75.10%
(↑0.77%) (↑4.46%) (↑3.30%)

Security Hardening of StarCoderBase

StarCoder-
Base 1B𝑡=† 73.10% 63.70% 64.10%

+Harden 1B 79.40% 73.30% 73.60%
(↑8.62%) (↑15.07%) (↑14.82%)

0.8, respectively. The three temperatures were chosen to represent
"more stable output, but lower diversity", "balanced stability and
diversity", and "lower stability, but more diverse generation". As
we can see in Table 3, CoSec achieves strong security hardening
of CodeGen at different sampling temperatures. Among them †
indicates that the base model uses the same sampling temperature
settings as the security model. Taking the sampling temperature
of 0.4 as example, diversity and stability are more balanced at this
temperature. The relative security ratio improvement for CodeGen
of three parameter scales is 21.21%, 18.57%, and 6.97%, respectively.

In the second situation, we evaluate the security hardening ef-
fect when the security model and the base model apply different
sampling temperatures. For this purpose, we set the sampling tem-
perature of the security model to 0.1, 0.6, and 0.8. The experimental
results are shown in Table 4. Take the temperature of 0.8 as an ex-
ample, where the sampling temperature of the base CodeGen is set
to 0.4. The improvement in the relative security ratio for CodeGen
of three parameter sizes are 21.03%, 21.15%, and 7.80%, respectively.

Experiments on two other popular models (i.e., DeepSeek-Coder
and StarCoderBase) confirm the generality of CoSec. For cases

Table 4: Table of security hardening effects when the sam-
pling temperatures of the security model and the base mode
are different

Temperature of Security Model

Model Size 0.1 0.6 0.8

Security Hardening of CodeGen

CodeGen 350M𝑡=0.4 55.36% 55.36% 55.36%
+Harden 350M 70.70% 69.20% 67.00%

(↑27.71%) (↑25.00%) (↑21.03%)

CodeGen 2.7B𝑡=0.4 55.98% 55.98% 55.98%
+Harden 350M 62.20% 66.90% 67.80%

(↑11.11%) (↑19.51%) (↑21.15%)

CodeGen 6.1B𝑡=0.4 68.18% 68.18% 68.18%
+Harden 350M 75.60% 70.10% 73.50%

(↑10.88%) (↑2.82%) (↑7.80%)

Security Hardening of DeepSeek-Coder

DeepSeek-
Coder 1.3B𝑡=0.4 68.90% 68.90% 68.90%

+Harden 1.3B 76.60% 77.70% 79.50%
(↑11.18%) (↑12.77%) (↑15.38%)

DeepSeek-
Coder 6.7B𝑡=0.4 71.70% 71.70% 71.70%

+Harden 1.3B 78.40% 77.10% 75.10%
(↑9.34%) (↑7.53%) (↑4.74%)

Security Hardening of StarCoderBase

StarCoder-
Base 1B𝑡=0.4 63.70% 63.70% 63.70%

+Harden 1B 70.90% 67.50% 73.60%
(↑11.30%) (↑5.97%) (↑15.54%)

where the secuiry ratio improvement is too small, we attribute it to
under-fitting. The experiments on DeepSeek-Coder and StarCoder-
Base were conducted only to verify the generality of our proposed
method, and we used the same security model training parameter
settings as CodeGen. Specifically, at the same sampling temperature
of 0.1, DeepSeek-Coder-6.7B only improves security for CWE-476
and CWE-787, with a small decrease for CWE-089.

Answer to RQ1: CoSec can effectively guide code LLMs to gener-
ate more secure code in real-life usage scenarios. In particular, our
framework improves the average relative security ratio of each of the
six code LLMs by 21.26%, 16.15%, 8.01%, 12.61%, 5.02%, and 11.89%
respectively.

4.2 RQ2. Functional Correctness Maintainance
In this section, we evaluate the functional correctness of CodeGen,
DeepSeek-Coder, and StarCoderBase models across six parameter
sizes, both before and after the application of our security hardening
method, at identical and different sampling temperatures.
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Table 5: Table of functional correctness when the security
model and base model sampling temperatures are the same

Temp. Model Size pass@1 pass@50 pass@100

0.4 CodeGen 350M 6.4 14.0 14.9
- +Harden 350M 5.5 12.8 14.3

0.4 CodeGen 2.7B 12.9 30.2 34.2
- +Harden 350M 10.1 30.7 36.0

0.4 CodeGen 6.1B 17.7 37.1 41.6
- +Harden 350M 13.4 36.8 41.0

0.4 DeepSeek-
Coder 1.3B 27.9 55.6 57.8

- +Harden 1.3B 27.8 62.8 67.7

0.4 DeepSeek-
Coder 6.7B 43.7 78.6 80.7

- +Harden 1.3B 38.5 81.9 85.1

0.4 StarCoder-
Base 1B 0.7 5.8 6.8

- +Harden 1B 0.9 8.7 11.2

Table 6: Table of functional correctness when the security
model and base model sampling temperatures are different

Temp. Model Size pass@1 pass@50 pass@100

0.4 CodeGen 350M 6.4 14.0 14.9
0.8 +Harden 350M 4.1 14.2 16.8

0.4 CodeGen 2.7B 12.9 30.2 34.2
0.8 +Harden 350M 7.7 29.5 33.5

0.4 CodeGen 6.1B 17.7 37.1 41.6
0.8 +Harden 350M 9.8 35.2 41.6

0.4 DeepSeek-
Coder 1.3B 27.9 55.6 57.8

0.8 +Harden 1.3B 24.0 69.5 75.8

0.4 DeepSeek-
Coder 6.7B 43.7 78.6 80.7

0.8 +Harden 1.3B 32.2 79.5 83.2

0.4 StarCoder-
Base 1B 0.7 5.8 6.8

0.8 +Harden 1B 0.6 11.4 14.9

Tables 5 and 6 provide a comprehensive summary of the orig-
inal functional correctness for these models, together with their
performance after security hardening. The analysis reveals that our
security hardening method maintains performance, especially for
the CodeGen model, when the security and base models operate at
the same sampling temperature. A slight reduction in functional
correctness is observed, but is deemed acceptable in light of the
security enhancements achieved. In a situation where the security
model operates at a divergent sampling temperature, specifically
set to 0.8, known to yield more diversity outputs, we scrutinize the

potential repercussions on functional correctness under these more
challenging conditions. The initial impact on functional correctness,
particularly on the pass@1 metric, is somewhat more pronounced
compared to a uniform sampling temperature scenario. However,
this disparity decreases with an increase in the number of samples,
which aligns with expectations.

For both DeepSeek-Coder and StarCoderBase, with either the
same or different sampling temperature settings, we observe a negli-
gible decrease in functional correctness. Even, our CoSec inference
framework can improve the functional correctness of these models,
although this is unintentional. We argue that this improvement is
mainly due to the fact that the functional correctness of some of the
code containing vulnerabilities is also missing. As shown in Fig.3,
when models generate code that does not contain vulnerabilities,
their functional correctness is subsequently improved.

It’s worth noting that when the sampling temperature of the
safety model differs from that of the base model, and the safety
model’s sampling temperature is very high, the safety model will
have high confidence in a more diverse set of tokens, which leads
to a reduction in the one-time pass rate (i.e., pass@1). To avoid such
impacts, we advocate for maintaining a lower sampling temperature
in the safety model when using CoSec.

Answer to RQ2: CoSec is effective in preserving the functional
correctness of the base model and even improves it. In particular, the
average functional correctness improvement of the above six models
after security hardening fluctuates between -8.5% and +97.9%.

4.3 RQ3. Effectiveness on Unseen Vulnerability
Types

To answer this question, we evaluate the security performance
of our inference framework on four CWE types that have never
appeared in the security model training set. Each CWE contains 3
trigger scenarios [32]. We report the average security ratio of our
hardening framework for three application scenarios per CWE. 7

The results in Table 7 show that for CWE-119, our method pro-
vides 17.38% and 22.35% improvements in relative security for Code-
Gen and DeepSeek-Coder, while StarCoderBase’s hardening de-
creases only slightly. For CWE-502, our approach provides relative
improvements of 58.47%, 9.41% and 36.89% for all three models,
respectively. For CWE-732, our method provides a relative security
improvement of 12.62% and 20.0% for DeepSeek-Coder and Star-
CoderBase, but a decrease for the CodeGen model. For CWE-798,
our method provides a relative security improvement of 104.09%
and 7.22% for CodeGen and DeepSeek-Coder, while only a slight
degradation in the hardening performance of StarCoderBase.

Answer to RQ3: CoSec also achieves effective security hardening
on vulnerability types that have not been learned by security models.
Even for unseen vulnerability types, i.e., CWE-119, CWE-502, CWE-
732, and CWE-798, our inference framework improves the security
ratio of CodeGen-2.7B, DeepSeek-Coder-6.7B and StarCoderBase-1B
by an average of 37.14%, 12.9%, and 9.55%.

7Due to page limitations, we choose to present the three models with the most popular
parameter sizes, CodeGen-2.7B, DeepSeek-Coder-6.7B and StarCoderBase-1B, respec-
tively, which had the largest number of downloads at that time. More findings can be
found in our replication package.
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(a) The code before hardening (b) The code after hardening

Figure 3: Example of functional correctness improvement. The code generated before security hardening contained a CWE-078
vulnerability and did not meet the requirement specified in the prompt. After hardening, not only is the code generated secure,
but its functionality also meets the requirements specified in the prompt.

Table 7: Table of security hardening efficacy on CWEs that
did not appear in the training dataset

Model Size CWE-119 CWE-502

CodeGen 2.7B 56.17% 39.27%
+Harden 350M 65.93% 62.23%

(↑17.38%) (↑58.47%)

DeepSeek-Coder 6.7B 42.23% 91.40%
+Harden 1.3B 51.67% 100.00%

(↑22.35%) (↑9.41%)

StarCoderBase 1B 69.73% 31.17%
+Harden 1B 68.07% 42.67%

(↓2.38%) (↑36.89%)

Model Size CWE-732 CWE-798

CodeGen 2.7B 69.83% 37.40%
+Harden 350M 47.90% 76.33%

(↓31.40%) (↑104.09%)

DeepSeek-Coder 6.7B 86.10% 63.73%
+Harden 1.3B 96.97% 68.33%

(↑12.62%) (↑7.22%)

StarCoderBase 1B 50.00% 61.43%
+Harden 1B 60.00% 53.10%

(↑20.00%) (↓13.56%)

4.4 RQ4. Effect of Different Acceptance
Thresholds on Security and Functional
Correctness

To answer this question, we select CodeGen-2.7B, DeepSeek-Coder-
6.7B, and StarCoderBase-1B as subjects for security hardening.8
The outcomes, post-hardening, are quantified across a spectrum of

8Please see our replication package for more results.

acceptance thresholds: 0.1, 0.3, 0.5, 0.7, and 0.9. Figure 4 illustrates
the correlation between the acceptance threshold and both security
ratio and functional correctness for each model, where the left Y-
axis represents the security ratio, the right Y-axis denotes functional
correctness, and the X-axis marks the acceptance threshold levels.
Observations reveal that at a lower acceptance threshold of 0.1, the
security ratio for CodeGen, Deepseek-Coder, and StarCoderBase
are notably high, at 75.9%, 76.8%, and 82.2%, respectively. However,
as the acceptance threshold increases, making it more challenging
for the security model’s outputs to be accepted, we notice a down-
ward trend in security ratio, culminating at 60.4%, 62.1%, and 69.8%
respectively, when the threshold is set to 0.9. Conversely, functional
correctness exhibits an upward trajectory with the increase in the
acceptance threshold, benefiting from additional token resampling.

As shown in Table 5, it is evident that the application of our
security hardening method can lead to improvements in functional
correctness for certain models. Nevertheless, this positive correla-
tion begins to diverge when the acceptance threshold is increased
to higher levels (for instance, from 0.7 to 0.9). Under such circum-
stances, the acceptance algorithm becomes more inclined to favor
the base model’s predictions, given that surpassing the heightened
threshold becomes increasingly challenging for the safety model’s
relative probability scores. Despite, there is still a relatively small
likelihood that the security model’s predictions will be selected. As
a result, the overall functional correctness tends to regress toward
the intrinsic functional correctness of the base model.

Answer toRQ4:Overall, the acceptance threshold serves to regulate
the ratio of security to functional correctness, i.e., the higher the
value, the lower the safety and the higher the functional correctness.
Therefore, we chose 0.3 as the default setting for reporting, as it
allows the most balanced security and functional correctness.

5 Threats to Validity
Effects on inference speed. First, due to the autoregressive na-
ture of the generative model itself, code LLMs infer one token at
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(a) Effect of Different Acceptance Threshold
on CodeGen-2.7B

(b) Effect of Different Acceptance Threshold
on DeepSeek-Coder-6.7B

(c) Effect of Diiferent Acceptance Threshold
on StarCoderBase-1B

Figure 4: The effect of different acceptance thresholds on the safety and functional correctness of hardened models

Table 8: Table of inference time consumption per 20 tokens

Method Size Time Cost (second)

CodeGen 350M 0.49
+ Harden 350M 0.50

CodeGen 2.7B 0.75
+ Harden 350M 0.81

CodeGen 6.1B 1.06
+ Harden 350M 1.25

DeepSeek-Coder 1.3B 0.30
+ Harden 1.3B 0.33

DeepSeek-Coder 6.7B 0.64
+ Harden 1.3B 0.81

StarCoderBase 1B 0.36
+ Harden 1B 0.45

a time, and then concatenate the output token with the input as
the input for the next inference. This process is repeated until the
maximum generation length is reached or a terminator is encoun-
tered. It is inefficient to perform the forward computation from
scratch every time. In particular, CoSec requires two models to
infer synchronously. For Code LLM, which is provided as a service,
the response time is a key indicator of the quality of the service.
However, as shown in Table 8, although our approach reduces the
inference speed to some extent, the reduced performance is still
acceptable.9 On the one hand, we use KV-Cache [24] to improve
the inference speed; on the other hand, our inference framework
supports batch inference.

In terms of trade-off tactics, we recommend starting with the
smallest model in the family as the foundation for the security
model. This approach helps minimize the requirements for high-
quality data and computational resources during the training phase,
while also ensuring a quick response time alongside enhanced
security. Although opting for a larger parameter model, such as
CodeGen-6.1B, as the security base can also lead to improved secu-
rity, it significantly extends the response time.

9https://www.websitebuilderexpert.com/building-websites/website-load-time-
statistics/

Limited types of vulnerabilities. Second, only 13 of the 25
most dangerous vulnerabilities reported by MITRE were included
in our experiments, and many more types of vulnerabilities were
not considered. Additionally, LLMs are learning new patterns of
potentially high-risk vulnerabilities over time. Although our ap-
proach performs well on seen and partially unseen vulnerability
types, building training data that covers more vulnerability pat-
terns is necessary. We should set out to build a more diverse set of
high-quality training data in a semi-automated form.

Independent measurement of security and functional cor-
rectness. Another threat to validity is that our approach regards
that security and functional correctness are independent of each
other. However, it is well known that while considering security,
functional correctness should be equally considered. Specifically,
for a given code prompt, when the model complements the code,
we should consider both the security and functional correctness of
the following code, because for partial generation, we find that if
the generated code does not trigger a specific CodeQL keypoint, it
will not be judged as a vulnerability expression; and the functional
correctness test, if it is not specific to the current code, does not
mean that the model-generated code is necessarily code that meets
our requirements.

6 Related Work
In this section, we introduce the key concept and background that
have played an important role in our work.

6.1 Code LLMs
Because the training objective is causal language modeling, de-
coding transformer-based language models are also referred to as
causal language models (CLMs), which are capable of long-range
semantic modeling. Benefiting from this, the code LLMs trained on
massive code data and natural language texts can generate partial
programs or natural language documents based on already written
content. CodeGen [30] stands out as a prominentmodel designed for
iterative program synthesis, leveraging autoregressive transformer
architectures that undergo CLM training on both programming
language and natural language datasets. Furthermore, various or-
ganizations have released their code LLMs based on decoding-only
architectures and CLM traing objective [28], [39], [34], [50]. Multi-
task pre-training has also been shown to increase other capabilities
of code LLMs [10], [25], [30].
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6.2 Security of Code LLMs
Pearce et al. [32] pioneered the systematic evaluation of security in
code generated by LLMs. Their groundbreaking study on GitHub
Copilot’s security across C/C++, Python, and Verilog assessed the
code against the top 25 vulnerabilities as identified by the MITRE
Common Weakness Enumeration (CWE)10. They discovered that
about 40% of the generated code is vulnerable. Following this, a
great deal of work has been devoted to studying the security of
code LLMs from different perspectives [12], [13], [21], [25], [29].

While extensive research has highlighted security issues inher-
ent in code LLMs, efforts to address these vulnerabilities remain
relatively nascent. Research on how to enhance the security of
LM code is still in its infancy. GitHub Copilot [17] introduces an
LLM-based vulnerability prevention system that leverages LLM
to mimic the behaviour of static analysis tools, thereby enabling
the real-time identification and blocking of insecure coding pat-
terns. He and Vechev [19] adopt a prefix-tuning based security
hardening of code LLM, known as SVEN. This approach freezes
the entire model and uses the prefix as inserted modules. Their
results across various real-world applications demonstrate SVEN’s
effectiveness in security hardening. Wang et al. [43] focus on code
LLMs that support instrucitons. It is important to note that not all
of the code LLMs that provides intelligent services are fine-tuned
by instruction, and those models are the focus of our attention.

6.3 Decoding-Time Constraint Approaches
As we mentioned above, the causal decoding-based LLMs sequen-
tially predict the token with the highest probability of conforming
to the conditions in the current context, but they cannot grasp the
security properties of the generated content. This oversight not
only amplifies the existing biases within training datasets but also
increases the likelihood of generating content that is toxic11 or
unsafe. To address this challenge, a number of decoding-time con-
strained text-controllable generation methods have been proposed
to reduce toxicity while preserving text content and fluency. The de-
coding time approach only works in inference and does not directly
access the weights of the LLMs, while being plug-and-play [6], [22],
[27], [51], [33]. Such features of decoding-time approaches have
recently received attention from researchers in the fields related
to intelligent coding [48]. However, existing work has not taken
into account the security of code LLMs and how security relates to
functional correctness.

7 Conclusion and Future Work
In this paper, we propose a novel on-the-fly security hardening
method of code LLMs, called CoSec, which aims to reduce the
probability that the completions generated by code LLMs contain
vulnerable code. CoSec utilize a significantly small security model
trained on secure data to infer the next token in an iterative fashion
with the target base model. Our inference framework operates
without requiring access to the internal parameters of the target
model, offering a deployment that is considerate of computational

10https://cwe.mitre.org/
11Toxic content (or toxicity) refers to speech in textual content that may cause readers
to feel uncomfortable, attacked, or marginalized, including, but not limited to, hate
speech, discriminatory language, bullying, and expressions of violence of any kind.

resources and the demand for high-quality security data. We have
performed extensive experimental validation of 6models on 13 high-
risk CWE vulnerabilities, and the results show that our approach is
able to achieve a strong security hardening effect while maintaining
the functional correctness of the hardened models.

For now, our approach only supports sharing between models of
different sizes in the samemodel family. However, we know that not
all large open source models are released in families. Therefore, it is
meaningful to investigate a generalized security hardening method
for different model architectures at decoding time in the future.
In addition, comprehensively exploring the security of generating
existing code LLMs (both open- and closed-source) and constructing
quality training data covering a wider range of vulnerability types
is also an important research question that we plan to address in
the future.
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