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Abstract—Software change-proneness prediction (whether or not class files in a project will be changed in the next release) can help software developers to focus on preventive actions to reduce maintenance costs, and managers to allocate resources more effectively. Prior studies found that change-proneness prediction works well if there is sufficient amount of training data to build a model. However, it is not feasible for projects with limited historical data especially for new projects. To address this issue, cross-project change-proneness prediction, which builds a prediction model by using data in another project (i.e., source project), and predicts the change-proneness in a target project, is proposed. Considering there are a large number of source projects, one challenge for cross-project change-proneness prediction is that given a target project, how to automatically select a source project which could show good prediction accuracy on it.

In this paper, we propose a selective cross-project (SCP) model for change-proneness prediction. SCP automatically finds the source project which has the similar data distribution with the target project by measuring distribution similarity between source and target projects. We evaluate SCP by conducting an empirical study on 14 open source projects. We compare it with 2 most related change-proneness models, including RCP (Random Cross-Project prediction) proposed by Malhotra and Bansal, and CLAMI+ developed by Yan et al. Experiment results show that SCP improves RCP and CLAMI+ by 25.34% and 4.30% in terms of AUC respectively; and by 171.42% and 172.31% in terms of cost-effectiveness, respectively.

Existing Work and Challenge. In the past two decades, researchers have spent significant efforts on predicting change-prone classes. They found that some object-oriented metrics (e.g., depth in inheritance tree, and number of children) and internal quality attributes (e.g., lines of code) strongly correlate to the change-proneness of classes. Based on these metrics and attributes, machine learning (ML) models have been successfully used to improve the prediction performance [9], [5], e.g., Bayesian network [10], neural network [8], support vector machine (SVM) [5], and ensemble methods [11].

Most of the above-mentioned models based on ML build the prediction model by learning from historical labeled data within a project (i.e., within-project prediction). However, in practice, it is often time-consuming and expensive to collect labeled data. Moreover, it is also difficult to apply these models on projects with limited historical data, especially for new projects [12].

To address the drawback of within-project prediction, Malhotra and Bansal [13] investigated the cross-project prediction, and they built a change-proneness model by using data in another project (i.e., source project), and predicted the change-proneness of classes in a target project. However, considering there are a large number of source projects, one challenge for cross-project change-proneness prediction is that given a target project, how to automatically select a source project which could show good prediction accuracy on it. We refer to this problem as source project selection.

The Proposed Approach. To address the problem of source project selection, we propose a Selective Cross-Project (SCP) model to automatically find a better source project from candidates for improving the performance of cross-project change-proneness prediction. To the best of our knowledge, this is the first work of proposing selective cross-project model for change-proneness prediction. In detail, SCP works in two steps: 1) SCP first estimates the unknown labels (change-prone or not) of classes in target project by an unsupervised approach; 2) SCP then finds the source project with best-matched distribution, compared with the target project with previously estimated label information, to train a classifier. The final predicted labels by the classifier are evaluated by measured ones (the ground-truth is described in Section III).
To evaluate the effectiveness of our model, we conduct an empirical study on 14 open source projects, containing a total of 10,739 class files. We evaluate the performance of SCP in terms of AUC and cost-effectiveness. AUC measures the discriminatory power of a prediction model. Cost-effectiveness measures the percentage of real change-prone classes that developers can identify, when developers spend code inspection efforts (e.g., reading 20% lines of code) on change-prone classes recommended by a model. A model with better cost-effectiveness saves more developers’ efforts in software maintenance. Cost-effectiveness has been widely used for evaluating software prediction models [14], [15], [16], [17].

In the experiment, we compare the SCP with 2 most related models for change-proneness prediction. One is the Random Cross-Project (RCP) prediction by randomly selecting source project [13]. The other is a state-of-the-art model for change-proneness prediction, namely CLAMI+ (Clustering, Labeling, Metric selection, and Instance Selection Plus) [12]. CLAMI+ outperforms RCP in discriminatory power, but it does not consider the cost-effectiveness [12]. The empirical results show that, on average across 14 datasets, our model achieves the best performance in terms of AUC (0.687) and cost-effectiveness score (38.40%). SCP outperforms RCP and CLAMI+ by 25.34% and 4.30% in terms of AUC respectively; by 171.42% and 172.31% in terms of cost-effectiveness, respectively.

In addition, we also compare SCP with 2 similar cross-project models studied in defect prediction, i.e., TCA+ (Transfer Component Analysis Plus) [18], and TDS (Train Data Selection) [19]. TCA+ improves the performance of cross-project prediction by reducing distribution difference between source and target projects [20], [21]. TDS is to select source projects by using a distribution similarity measure between a set of candidate source projects and a target project. The main difference between TDS and our approach is the way to measure project similarity. The similarity measure of TDS is based on the distribution characteristics of software metrics between two projects, while our similarity measure uses the label information between two projects, and we use an unsupervised learning approach to estimate the labels for the classes in the target project. We estimate labels in the target projects since a prior study found that it can help to identify a source project with a similar data distribution as the target project [22]. Experimental results show that SCP outperforms TDS and TCA+ by 21.26% and 17.62% in terms of AUC; by 131.75% and 5.70% in terms of cost-effectiveness, respectively.

**Contributions.** The main contributions of this study are:

- We conduct an empirical study on 14 open source projects to evaluate the effectiveness of our model. Results show that SCP outperforms the most related two models RCP and CLAMI+ considering AUC and cost effectiveness. And SCP also outperforms 2 similar cross-project prediction techniques (TDS and TCA+) in a substantial range.

- We find that using more source projects has negative effect on the performance of SCP. And if SCP is trained by multiple source projects, its performance is sensitive to the training sequence of used source projects.

**Paper Organization.** The remainder of this paper is organized as follows. Section II presents the details of the proposed model. Section III describes experimental setup and evaluation criteria. Section IV presents experiment results and threats to validity. Section V briefly mentions related work. Finally, Section VI summarizes our findings.

II. METHODOLOGY

In this section, we first describe the overall architecture of our SCP model in Section II-A. Next, we present the details of each component in SCP.

**A. Overall Architecture**

Cross-project prediction is unstable due to the mismatched distribution between source and target projects [13], [23]. Our model aims to find the best-matched source project from a set of candidate source projects, instead of randomly choosing one project, to train a classifier. The trained classifier can identify change-prone classes in the target project with better performance. In this study, each class in a source or target project is represented by 7 code metrics, following prior studies [13], [6], [24], such as depth in inheritance tree, and lines of code (details in Section III-A).

Fig. 1 presents the overall architecture of SCP. Unlike the traditional cross-project prediction (Steps 3-4) that trains a classifier with a randomly selected source project, SCP automatically chooses a candidate source project that has a high distribution similarity with the target project (Steps 1-2). Specifically, SCP first estimates the missed labels of the target project by an unsupervised approach (Step-1), which...
is elaborated in Section II-B. It then selects a source project from candidates by comparing the similarity between a set of candidate source projects and the target project (Step-2), where we leverage 3 similarity strategies in Section II-C. The strategies are based on the label information of source and target projects, because researchers observed that label information can help the source project selection [22]. As the labels of classes in target project are unknown in practices, so we use the estimated labels by Step-1 as a substitute. Afterwards, SCP trains an underlying classifier with the selected source project (Step-3). We use Bayesian network as the classifier. It will be described in Section II-D. The trained classifier finally predicts the labels of the target project (Step-4), which are estimated by the measured labels (the ground-truth is described in Section III-A). The following 3 subsections respectively describe the implementation details of label estimation, source project selection, and the classifier.

B. Step-1: Label Estimation (LE)

To estimate the unknown labels of classes in a target project, we use an unsupervised label estimation (LE) approach that is also used in prior study [12]. The basic idea of this estimation is to cluster classes with different levels of complexity, and label the classes with higher complexity to be change-prone. One main concern that the LE step has already estimated the labels of target project. Why do we still need to build a cross-project prediction model? The reason is that we observe that unsupervised model has a poor performance in terms of cost-effectiveness. We investigate the effectiveness of LE and compare it with our proposed model in Section IV-A. Thus, we only use the LE step to help select source project.

Generally, LE works in two phases: 1) clustering classes in the target project into groups; 2) labeling some groups of classes with higher complexity to be change-prone. Fig. 2 shows an example to estimate the labels of a target project (Step-4), which are estimated by the measured labels (the ground-truth is described in Section III-A). The two phases of LE are detailed as below.

Clustering Phase. The goal of this phase is to cluster classes in the target project into groups, according to the complexity of classes. As researchers found that a class whose metric values exceed the median of that metric is more likely to be change-prone [25], [26], [12], we can represent the complexity of a class by counting the number of metrics whose values larger than corresponding median values.

Fig. 2 illustrates the way we cluster classes in a target project. Specifically, we first calculate median values for 3 code metrics, Median([M1, M2, M3]) = [1, 2, 2]. We then identify whether a metric value exceeds the median value of that metric. Afterwards, we transform the difference from metric values to their median values to a complexity table, which indicates whether each metric value exceeds corresponding median (exceeded values are highlighted). Finally, by counting the number of higher valued metrics, we can cluster classes into 3 groups according to their complexity, i.e. count = 0, 1, 2.

Labeling Phase. As a class with higher complexity tends to be change-prone [25], [26], [12], therefore the clustered groups can be divided by two halves, where the half with larger count value is likely to be change-prone. We use the median count as the division coefficient following researchers’ studies [12], [27]. Therefore, the classes in the groups with count value larger than the division coefficient are labeled as change-prone.

In specific, as exemplified in Fig. 2, 3 clustered groups with count 0-3 respectively have 2, 1, and 2 classes. By dividing these counts with their median (equaling to 1), two classes (C1 and C4) in the group with count = 2 are labeled as change-prone, while other classes are labeled as not change-prone.

C. Step-2: Source Project Selection

To find the best source project from candidates, we design 3 strategies to measure the similarity between source and target projects. Since label information is beneficial to the source project selection [22], all the designed strategies thus involve label information, where the unknown labels of target projects are estimated by the first phase. Note that we only use the estimated labels in step 1 to measure the similarity between candidate source project and target project. The strategies are:

Strategy 1: Similarity on Change-Proneness Rate. It is shown that classes can be clustered based on their change rates, because clustered classes have similarity in importance, underlying architecture, or chronic problems [28]. Similarly, we assume that projects can be also clustered based on their percentages of change-prone classes, where the clustered projects have similarity in underlying architecture, development phase, or etc. As the source project selection aims to find a source project similar to the target project, this strategy therefore represents the similarity between source and target project by calculating the absolute
difference of change-proneness rates between two projects. For example, Fig. 2 shows that 2 of 5 classes are estimated to be change-prone, so that its change-proneness rate is 0.4.

**Strategy 2: Similarity on Metric Distribution of Not Change-Prone Classes.** Researchers have found that a source project with high similarity to the target project in terms of their metric distribution is beneficial to the classifier training [19], and incorporating label information to the similarity measure can select a better source project for training [22]. We therefore use the label information as a factor to distinguish the type of classes (change-prone or not). This strategy measures the metric distribution of not change-prone classes between source and target project, and the next strategy focuses on the change-prone classes.

Specifically, the metric distribution of one project can be represented by a characteristics vector [19]. This vector contains the mean and variance values of each code metric among not change-prone classes. Hence, the characteristics vector of the exemplified target project in Fig. 2 has 3 means (0.67, 1.33, 1.33) and 3 variances (0.33, 2.33, 0.33). Then, the metric distribution similarity of two projects can be calculated by the Euclidean distribution on their characteristics vectors [19]. In this way, a shorter distance indicates higher similarity between two projects.

**Strategy 3: Similarity on Metric Distribution of Change-Prone Classes.** Similar to the strategy 2, this strategy measures the metric distribution similarity between source and target projects, but focusing on change-prone classes.

Section IV-C compares the performance of SCP applied with 3 designed strategies (respectively called SCP1-3), and it also investigates the prediction performance of SPC with linear combined strategies.

**D. Step-3: Classifier Building**

After the step 2 for source project selection, we train a classifier by learning from the selected source project. We use Bayesian network, a powerful classifier for the change-proneness prediction [29], as our default classifier. It is a probabilistic graphical model that represents a set of random variables and their dependencies via a directed acyclic graph (DAG). In the graph, a directed edge from node \( N_i \) to node \( N_j \) indicates that the variable \( N_j \) is conditionally dependent on the variable \( N_i \). Each node keeps a conditional probability distribution (CPD) \( p(N_j|N_i) \). The graph together with the CPD describes a joint distribution of all random variables. In this study, we use the Bayesian network for SCP due to its good performance in cross-project predictions [30], [31]. We also investigate the impact of varying other common classifiers in Section VII. The Bayesian network is implemented by invoking Weka\(^1\) with default settings [32].

\(^1\)Weka contains a collection of common machine learning models written in Java. http://www.cs.waikato.ac.nz/ml/weka/
can it achieve over two existing cross-project models for change-proneness prediction?

In this RQ, we investigate the extent SCP outperforms existing cross-project change-proneness prediction models.

We answer this question by comparing SCP with a state-of-the-art model CLAMI+ [12], and a cross-project model RCP [13]. We use AUC and PofB20 to evaluate the performance of these models on 14 datasets (described in Table II). For each dataset, as RCP trains its classifier with one randomly selected source project. To suppress the randomness, we thus run RCP 20 times for each dataset, and report the mean value of its performance.

Moreover, we also compare SCP with its component LE, an unsupervised approach described in Section II-B, to investigate the effectiveness of LE. Note that LE has no value in PofB20, because it cannot provide confidence level as other supervised models, so that LE cannot guide developers identify change-prone classes one by one as other models.

To analyze the statistical difference between two models across 14 datasets, we apply the Wilcoxon signed-rank test [47] at 95% significance level on 14 paired values that corresponds to a performance metric (AUC or PofB20). Since the study conducts several statistical tests at the same time (one test per dataset per evaluation metric), we thus use the Bonferroni correction [48] to counteract the results of multiple comparisons.

To quantify the amount of difference between two models, we utilize the Cliff’s delta ($\delta$) [49], a non-parametric effect size measure. $\delta$ ranges from -1 to 1, where $\delta = -1$ or 1 indicates that one model outperforms another model on all datasets in terms of a performance metric (such as AUC), while $\delta = 0$ means that results of two models are completely overlapping without any difference. Table III presents interpretations for different delta values [49].

**RQ2. How effectively can SCP perform as compared to similar cross-project defect prediction models?**

Although the problem of cross-project setting has not
been solved in the change-proneness prediction, there are some viable solutions for the cross-project setting in defect prediction. We thus compare SCP with 2 previously successful and most related defect models, including a source selection model TDS [19], and a data preprocessing model TCA+ [18]. Notice that TCA+ trains its classifier with randomly selected one source project, we thus repeat TCA+ 20 times for one cross-project prediction to suppress its randomness as the setting of RCP model in RQ1. The prediction performance between SCP and other 2 models are also analyzed by Wilcoxon signed-rank test [47] (also corrected by the Bonferroni correction [48]), and Cliff’s delta [49] as the settings in RQ1.

**RQ3. How different source project similarity strategies affect the performance of SCP?**

Section II provides 3 similarity strategies to help SCP find better source project: 1) SCP1, an absolute difference of the change-proneness rates between source and target projects; 2) SCP2, a metric distribution similarity of not change-prone classes in source and target projects; 3) SCP3, a similarity strategy also likes SCP2 but measures the metric distribution on change-prone classes. Due to the limited space in this paper, we only report the average performance of SCP with different strategies across 14 datasets, and analyze which strategy is the best choice for SCP. Additionally, to test if above 3 strategies are complementary, we also explore the prediction performance of SCP with different linearly combined strategies.

**RQ4. How the classifier affects the performance of SCP?**

SCP helps a classifier find better source project, and the classifier finally determines the performance of cross-project change-proneness prediction. Thus, this RQ investigates how different classifiers affect the prediction performance of SCP. Table VII shows 7 commonly used classifiers, which are implemented by invoking Weka [32] with default settings.

**RQ5. How the number of source projects influences the performance of SCP?**

In default, SCP trains its classifier with only one selected source project. To investigate whether the prediction can be further improved by using more source projects, we hence compare the performance of SCP with top-"n" and bottom-"n" selected source projects, where n ∈ [1, 13].

### IV. RESULTS AND DISCUSSION

**A. RQ1: SCP vs. Two Related Change-Proneness Models.**

Table IV presents the AUC and PofB20 values of our SCP model compared with 2 related change-proneness prediction models, a cross-project prediction model RCP and a state-of-the-art model CLAMI+. From the table, we can find that the improvements of our SCP over 2 baselines are substantial. Specifically, across 14 datasets, the AUC scores of SCP vary from 0.581 to 0.870 with average 0.687, and SCP improves RCP and CLAMI+ in average AUC by 25.34% and 4.30%. Meanwhile, the PofB20 of SCP within the range of 03.95% and 64.59% (average = 38.40%), and SCP improves two baselines in mean PofB20 by 171.42% and 172.31% respectively.

Table IV lists the number of projects where each baseline model obtains better (W, win), equal (T, tie), or worse (L, lose) performance comparing to SCP. We can find that SCP achieves better AUC and PofB20 on more than 10 projects compared with 2 baselines, which indicates that SCP achieves better performance in most of cases.

Table IV also provides the p-value and Cliff’s delta, when we compare SCP with 2 baseline models. And we consider a comparison is significantly different when the p-value is less than 0.05. We can observe that, in terms of AUC, SCP shows significant increases for RCP (p<0.001) with large effect size (δ=0.938); meanwhile, SCP shows little improvement over CLAMI+ on AUC (p>0.05, δ=0.122). Comparing PofB20 of 3 models, we can find out that SCP is significantly better than other two models (both p < 0.001 and δ>0.7).

Additionally, when comparing LE (the component of SCP) with other models in Table IV, we can find that its mean AUC (0.633) is close to the state-of-the-art model CLAMI+, outperforming RCP. Thus the lightweight unsupervised method LE can effectively estimate the label information of target project. We can also observe that with the help of the estimated labels by LE, SCP can further improve the prediction performance in terms of AUC and PofB20.

**Result 1:** The proposed model SCP outperforms RCP and CLAMI+ on AUC and PofB20 for most of datasets with larger mean values, where the improvements on PofB20 are significant with large effect size.

**B. RQ2: SCP vs. Two Similar Cross-Project Defect Models.**

Table V compares the performance of SCP with 2 similar defect models (TCA+ and TDS) succeeded in handling cross-project prediction, in terms of AUC and PofB20. Compared with these 2 models, SCP shows better performance. Specifically, the average AUC and PofB20 of TCA+ are respectively enhanced by 21.26%, and 131.75%. And all of these improvements are significant (p<0.001) with large effect size (δ>0.78). For the TDS, it has a high average PofB20 (36.34%), where SCP only makes 5.70% improvements without statistical difference (p>0.05, δ=0.122). However, TDS has low average AUC (0.584) across 14 projects, where SCP improves it by 17.62% in statistical significance (p<0.001) with large effect size (δ>0.64). These results produced by TDS imply that source project selection can help developers save efforts for identifying change-prone classes. And a better selection method as SCP can further improve the prediction performance.
C. RQ3: Impact of the Similarity Strategies on SCP

Table VI lists the average performance (AUC and PofB20) of SCP with 3 source project selection strategies designed in Section II and their linear combinations (i.e., choosing training data according to the addition result of two or more selection strategies), across 14 datasets. We find that SCP1 achieves the best AUC (0.687) with the second high in PofB20 (38.40%). Although SCP3 and SCP1+SCP3 obtain the best PofB20 (39.43%), this improvement over SCP1 is negligible while their AUC (0.617) are much lower than SCP1. Therefore, the SCP1 strategy is the best one to choose source project for building a classifier in SCP.

**Table VI**

<table>
<thead>
<tr>
<th>Dataset</th>
<th>AUC</th>
<th>PofB20</th>
</tr>
</thead>
<tbody>
<tr>
<td>SCP</td>
<td></td>
<td></td>
</tr>
<tr>
<td>SCP1</td>
<td>0.687</td>
<td>38.40%</td>
</tr>
<tr>
<td>SCP2</td>
<td>0.575</td>
<td>27.72%</td>
</tr>
<tr>
<td>SCP3</td>
<td>0.617</td>
<td>39.43%</td>
</tr>
<tr>
<td>SCP1 + SCP2</td>
<td>0.575</td>
<td>27.72%</td>
</tr>
<tr>
<td>SCP1 + SCP3</td>
<td>0.617</td>
<td>39.43%</td>
</tr>
<tr>
<td>SCP2 + SCP3</td>
<td>0.594</td>
<td>36.67%</td>
</tr>
</tbody>
</table>

D. RQ4: Impact of the Classifier on SCP

To investigate the impact of classifier in SCP, we replace the default classifier Bayesian network with 7 other commonly used classifiers in Table VII. The table shows the average performance of these settings in AUC and PofB20 across 14 datasets. Results indicate that the default classifier, Bayesian Network, achieves the best AUC and PofB20. Therefore, we suggest using the Bayesian network when applying our model.

**Table VII**

<table>
<thead>
<tr>
<th>Strategy</th>
<th>AUC</th>
<th>PofB20</th>
</tr>
</thead>
<tbody>
<tr>
<td>SCP1</td>
<td>0.687</td>
<td>38.40%</td>
</tr>
<tr>
<td>SCP2</td>
<td>0.575</td>
<td>27.72%</td>
</tr>
<tr>
<td>SCP3</td>
<td>0.617</td>
<td>39.43%</td>
</tr>
<tr>
<td>SCP1 + SCP2</td>
<td>0.575</td>
<td>27.72%</td>
</tr>
<tr>
<td>SCP1 + SCP3</td>
<td>0.617</td>
<td>39.43%</td>
</tr>
<tr>
<td>SCP2 + SCP3</td>
<td>0.594</td>
<td>36.67%</td>
</tr>
</tbody>
</table>

E. RQ5: Impact of the Number of Source Projects on SCP

Fig. 3 shows the average performance (AUC and PofB20) on SCP trained with different numbers of source projects,
Table VII

<table>
<thead>
<tr>
<th>Classifier</th>
<th>AUC</th>
<th>PofB20</th>
</tr>
</thead>
<tbody>
<tr>
<td>LogitBoost</td>
<td>0.622</td>
<td>13.06%</td>
</tr>
<tr>
<td>Adaptive Boosting</td>
<td>0.646</td>
<td>34.39%</td>
</tr>
<tr>
<td>Alternating Decision Tree</td>
<td>0.650</td>
<td>33.06%</td>
</tr>
<tr>
<td>Back Propagation Network</td>
<td>0.628</td>
<td>19.78%</td>
</tr>
<tr>
<td>Bayesian Network</td>
<td>0.687</td>
<td>38.40%</td>
</tr>
<tr>
<td>Radial Basis Function Network</td>
<td>0.652</td>
<td>20.11%</td>
</tr>
<tr>
<td>Simple Logistic Regression</td>
<td>0.638</td>
<td>17.11%</td>
</tr>
<tr>
<td>Support Vector Machine</td>
<td>0.645</td>
<td>16.19%</td>
</tr>
</tbody>
</table>

(a) AUC Comparison
(b) PofB20 Comparison

Figure 3. Performance comparison (average AUC and PofB20) of SCP with different number of source projects. For one prediction, we combine the top-n or bottom-n source projects recommended by source project selection method in SCP sequentially.

A. Change-Proneness Prediction

In terms of the used code metrics, the relationship between change-prone class files and code metrics has been studied since decades ago. It is shown that larger sized classes are likely to be change-prone [50]. Later, researchers concluded that a number of Object-Oriented (OO) metrics are strongly correlated with the change-proneness [51], [28], [52] including coupling, cohesion, inheritance, complexity, etc. And the size of code file is a primary indicator, such as the lines of source code [9], [26]. However, the highest value of those OO metrics does not always indicate the change-proneness of a class [26], and the size of code file overestimates the change-proneness [53]. Therefore, researchers started to research on the combination of the code metrics, and validated that the Chidamber and Kemerer (CK) metric suite associated with the size metric is an effective combination to predict change-proneness [54], [55]. Following their research, we use the CK metric suite and size metric as our independent variables.

V. RELATED WORK

F. Threats to Validity

The SCP uses 7 code metrics for model inputs by following [13], [6], [24]. We assume that they are sufficient for change-proneness prediction. However, using more code metrics may achieve better performance, but it is reasonable to simplify the modeling complexity while maintaining acceptable performance. On the other hand, we use linear additivity to combine different similarity strategies to choose source project. But experiment result indicates the linear additivity cannot draw advantages from different strategies. In the future, we will explore a better way to combine similarity measures to improve the model performance.

In the experiment, we evaluate our model by investigating 14 open source projects as [12], but the experiment results on more datasets may be different as all the other empirical evaluations. Moreover, the collected software systems are all open source and written in Java, thus the conclusions may be different for closed source projects, and the projects written in other programming languages. However, the prediction is mainly based on the object-oriented metrics. Therefore, if the programming language is object-oriented and its code metrics are extracted in the same way, this threat could be minimized.

across 14 datasets. The blue fold line with squares in the figure shows the performance of SCP using top-n source projects recommended by our model, $n \in [1, 13]$. We can observe that AUC and PofB20 have some decreases as we use more source projects, which implies that combining source projects does not have a higher matched distribution compared with the target project. In contrast, the black fold line with triangles in the figure shows a large decrease for AUC and PofB20, when we use the bottom-n, especially $n \in [1, 6]$, source projects recommended by our model. These results suggest that the training sequence of source projects largely affects the performance of SCP. These results may be caused by the project difference in domain, development phase, developers’ expertise, and etc.
However, most of them conduct the prediction by learning from historical labeled data from the target project (i.e., within-project prediction). It is not feasible for new projects or projects with limited historical data. To address this limitation, Malhotra and Bansal [13] proposed cross-project change-proneness prediction that uses labeled data of other projects to conduct the prediction on target data. However, the performance is not stable due to the data distribution difference between source and target projects. The difference of our model and the work of Malhotra and Bansal [13] is that we provide an automatically source project selection method, instead of their random selection. Yan et al. [12] proposed a model (CLAMI+) that outperforms the cross-project work of Malhotra and Bansal [13] in terms of AUC. However, we found that it is not feasible in terms of cost-effectiveness. Therefore, we aim to enhance the performance of cross-project prediction performance, in terms of both AUC and cost-effectiveness.

B. Selective Prediction Models

The challenge of cross-project prediction is that the prediction performance is unstable if we randomly choose one alternative project as the source project. To the best of our knowledge, the selective prediction has not been explored in the change-proneness prediction. But a different research problem, defect prediction, supplies some useful ideas.

Previously, Watanabe et al. [39] verified the possibility of cross-project prediction by using 2 projects. And they attributed such possibility to the similarity of the domain, programming language, metrics between the projects for model training and testing. Later, Zimmermann et al. [23] conducted a large scale cross-project prediction among 12 real-world applications. They found that the cross-project prediction is challenging (only 3.4% predictions worked).

To solve this issue, Herbold [19] proposed a training data selection (TDS) method to find a better source project. Specifically, the author uses a nearest neighbor based model to choose the source project closest to the target project from alternative projects for defect prediction. The results indicated the TDS can improve the prediction performance (the success rate improved to 18%).

The TDS is the most similar work to our model SCP. The difference is that our similarity measure considers the label information (change-proneness) of files, where the missed labels of target project are estimated by an unsupervised approach in advance. We make this difference motivated by the empirical finding of He et al. [22]. They found that it is possible to achieve much higher performance (success rate can be over 50%), if selecting the source project via a similarity measure on data distribution on condition of their label information.

VI. CONCLUSION

Predicting change-prone class files for software systems has long been a challenging problem. The cross-project prediction performance is usually unstable because the distribution between a randomly selected source project and a target project is not matching. To tackle this issue, we propose a model named SCP to find the best-matched source project from alternatives. We conduct an empirical study on 14 open source projects to evaluate the effectiveness of SCP, the results show that:

- The SCP is an effective model for cross-project change-proneness prediction compared with 2 related change-proneness prediction models, including a cross-project model RCP and a state-of-the-art model CLAMI+. On average across 14 projects, our SCP improves RCP and CLAMI+ by 25.34% and 4.30% in terms of AUC respectively, and by 171.42% and 172.31% in terms of cost-effectiveness respectively.

- Compared with 2 similar cross-project defect prediction models (TCA+ and TDS), our SCP also achieves significant improvements. On average across 14 projects, SCP improves TCA+ and TDS by 21.26% and 17.62% in terms of AUC respectively, and by 131.75% and 5.70% in terms of cost-effectiveness respectively.

- Among 3 designed strategies for source project selection, the best one is to choose the source project with close rate of change-prone classes to a target project.

- Training a classifier with more selected source projects has negative effect on SCP. And if training a classifier with multiple source projects, and the performance of classifier is sensitive to the training sequence of used source projects. Thus, it is recommended to use the top-1 source project selected by SCP to train a classifier.
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